Experimental images of heterogeneous turbid media by frequency-domain diffusing-photon tomography
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We present images of heterogeneous turbid media derived from measurements of diffuse photon-density waves traveling through highly scattering tissue phantoms. To our knowledge, the images are the first experimental reconstruction based on data collected in the frequency domain. We demonstrate images of both absorbing and scattering variations within tissue or on similar variations generated by externally administered chromophores such as absorbing and fluorescing dyes.

Near-infrared diffusing-light probes offer new possibilities for medical applications such as the noninvasive measurement of tissue oxygenation in homogeneous tissues. Direct imaging of the optical properties of heterogeneous tissue is an important potential improvement to these schemes that has only recently been considered.

In this study we employ amplitude-modulated (frequency-domain) sources of photons that are injected into a scattering medium to generate diffuse photon-density waves. The diffusive waves are composed of randomly walking photons that collectively produce an exponentially damped spherical wave of photon density propagating outward from the source with well-defined amplitude and phase at each position in the medium. DPDW’s have been shown to refract, diffract, disperse, scatter, and interfere. The contrast in images derived from these waves relies on intrinsic absorption or scattering variations within tissue or on similar variations generated by externally administered chromophores such as absorbing and fluorescing dyes.

In this Letter measurements of the phase and amplitude of DPDW’s are used to derive images of both single and multiple objects embedded within tissue phantoms. We experimentally demonstrate sensitivity to the optical properties of the objects and present images of pure scattering and pure absorbing inhomogeneities. To our knowledge, these demonstrations are the first experimentally derived images based on data collected in the frequency domain. The inversions utilize a perturbation expansion of the photon diffusion equation, and the experiments employ a simple differential measurement scheme designed to probe directly the perturbed part of the DPDW.

Several algorithms have been developed to model the forward problem for the diffusion of photons through heterogeneous media. In the limit in which spatial changes in absorption (μ_a) and scattering (μ_s) coefficients are small, each approach yields the same integral equation to first order in these variations. The standard perturbation expansion as described by Arridge et al. divides the absorption and diffusion coefficients [μ_a, D = v/[3(μ_a + μ_s)]] into spatially dependent [δμ_a(r), δD(r)] and independent (background) (μ_a, D) pieces, i.e., μ_a(r) = μ_a + δμ_a(r) and D(r) = D_0 + δD(r). These terms are then incorporated into the diffusion equation, whose formal solution can be expressed as an integral equation by use of the appropriate Green function. In our case the light energy density is expanded in a perturbative series, i.e., U(r) = U_0(r) + U_1(r) + ..., and solved to first order. The first-order perturbative solution to the heterogeneous equation in the limit in which U_1 ≪ U_0 is given by

\[
U_0(r_s, r_d) = M \exp(ik_o |r_s - r_d|)/(4\pi D_0 |r_s - r_d|),
\]

(1)

\[
U_1(r_s, r_d) = \int V \left[ -\frac{\delta\mu_a(r)vD_0^{-1}U_0(r_s, r)G(r, r_d)}{D_0} \right] \nabla U_0(r_s, r) \cdot \nabla G(r, r_d) d^3r,
\]

(2)

where M is the ac amplitude of a source located at r_s, G(r, r_d) is the Green function solution of the homogeneous equation at detector position r_d, v is the speed of light in the medium, and \( k_o = \left[(v\mu_a + i\omega)/D_0\right]^{1/2} \) is the photon density wave number, where \( \omega \) is the source modulation angular frequency. The Green function for an infinite medium is \( G(r, r_d) = \exp(ik_o |r - r_d|)/(4\pi |r - r_d|) \). The integral is over the entire sample volume. For absorbing inhomogeneities the first term in Eq. (2) was used in the reconstruction, and for purely scattering inhomogeneities the second term was used, i.e., \( \delta D/D_0 = \frac{\delta\mu_s}{(\mu_s + \mu_a + \delta\mu_a)} \). We have also investigated other perturbation schemes that place different restrictions on absorption variation, and they yielded qualitatively similar results to those presented here.

For the image reconstruction the integral equation (2) is digitized into a sum over voxels, and the amplitude and phase of the DPDW are measured.
in different source–detector configurations. This yields a set of coupled linear equations that relates the real and imaginary parts of the measurements to the values of $\mu_a$ and $\mu_s^*$ in the various voxels within the sample. There are many methods available to find the best solution to the inverse problem; however, care must be taken since the integral equation is a Fredholm integral of the first kind and is highly susceptible to high-frequency noise. For our reconstructions we have used two techniques: (1) an algebraic technique called the simultaneous iterative technique with constraints\textsuperscript{15} and (2) a regularized matrix inversion based on singular-value decomposition and analysis\textsuperscript{16}. In our reconstructions using the first technique we have constrained the reconstructed absorption to be greater than zero, and the number of iterations is a free parameter. In the matrix inversion we use variable smoothing to reduce high-frequency noise in the singular values.

Our experimental apparatus was described previously.\textsuperscript{5} Briefly, our setup consists of a large glass tank (40 L) filled with a model turbid biological material called Intralipid. Typically an amplitude-modulated (220-MHz) laser diode (~3 mW, 780 nm) is fiber coupled into the medium, and a second fiber is used to detect diffuse photon-density waves as a function of position within the tank. Using standard heterodyne techniques, we determine the phase and amplitude of the diffuse photon-density waves in the medium. Figure 1(a) shows the measurement geometry. A single measurement consists of subtracting the signal obtained from two sources equidistant from the detector. Since the signal we measure is a sum of the incident wave and the perturbed wave, the subtraction cancels the unperturbed signal $[U_0(r)]$, leaving only the signal that is due to the perturbation $[U_1(r)]$. Equations (1) and (2) are then simply modified to include two sources rather than one.\textsuperscript{17} This subtraction becomes critical when the background properties of the medium are not well known.

The initial amplitude and phase of the sources were measured for calibration purposes, and then the objects (black wooden balls for perfect absorbers and resin spheres containing titanium oxide and ink\textsuperscript{18}) were submerged and moved in a manner to simulate the source pair scanning along the sides of a 6.0 cm $\times$ 6.0 cm square. In each measurement the detector remained directly opposite the source pair at a separation of greater than 35 transport mean free paths. Approximately 120 measurements of amplitude and phase were made around the square. The volume of the imaged region was $\approx$36 cm$^3$.

Figures 1(b) and 1(c) demonstrate the reconstruction of a single spherical object (1.2 cm in diameter) from experimental data. The background medium has $\mu_a = 0.023$ cm$^{-1}$ and $\mu_s^* = 6.0$ cm$^{-1}$. In Fig. 1(b) a single perfectly absorbing inhomogeneity is imaged, and in Fig. 1(c) a resin sphere having the same absorption coefficient as the surrounding medium but a higher scattering coefficient ($\mu_s^* \approx 15.0$ cm$^{-1}$) is imaged. In each reconstruction we have made use of a priori knowledge that the object is either absorbing or scattering.

To confirm that the method is sensitive to the optical properties of the medium, we carried out a series of experiments in which spheres of varying absorption were imaged separately, using matrix inversion (singular-value decomposition). The reconstructed $\delta \mu_a(r)$ for both the experimental data and the simulated data (generated by use of the exact solution) is shown in Fig. 2. Note that the reconstructed absorption (filled circles) qualitatively follows the actual object absorption but saturates at large absorption, where perturbation theory is expected to break down. The noise-reducing filter used in the singular-value analysis has the effect of reducing the magnitude of the reconstructed $\delta \mu_a(r)$, so all reconstructed values have been multiplied by 2. We found that the reconstructed values of $\delta \mu_a(r)$ are offset by a small additive constant, as a result of the mismatch of both index of refraction and reduced scattering coefficient between the resin sphere and Intralipid.

Figures 3(a) and 3(b) experimentally demonstrate that we are able to resolve multiple absorbing objects. We have also investigated the effect of modulation frequency on the resolution of multiple objects, using simulated data derived from the analytic solution for a sphere.\textsuperscript{8} The simulations in Figs. 3(c)–3(f) demonstrate that, when the background absorption is high ($\mu_a = 1.0$ cm$^{-1}$), an increase in the modula-
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**Fig. 1.** (a) Experimental geometry with the actual position of a 1.2-cm-diameter sphere and the reconstruction of (b) a perfectly absorbing sphere and (c) a highly scattering sphere. Both reconstructions were generated by use of 1000 iterations of the simultaneous iterative technique.
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**Fig. 2.** Reconstructed absorption from both the experimental data (filled circles) and the simulated data (solid curve) versus the actual absorption. In this experiment, resin spheres (1.2 cm in diameter) made with a mixture of scatterer and a known concentration of ink were imaged by matrix inversion. The error bars are derived from estimating the calibration errors that we believe to be most significant.
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