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Abstract: Magnetic resonance imaging (MRI) of brain functional activity relies principally on changes in
cerebral hemodynamics, which are more spatially and temporally distributed than the underlying
neuronal activity changes. We present a novel MRI technique for mapping brain functional activity by
directly detecting magnetic fields induced by neuronal firing. Using a well-established visuomotor
paradigm, the locations and latencies of activations in visual, motor, and premotor cortices were imaged
at a temporal resolution of 100 msec and a spatial resolution of 3 mm, and were found to be in consistent
with the electrophysiological and functional MRI (fMRI) literature. Signal strength was comparable to
traditional event-related fMRI methods: about 1% of the baseline signal. The magnetic-source MRI
technique greatly increases the temporal accuracy in detecting neuronal activity, providing a powerful
new tool for mapping brain functional organization in human and animals. Hum. Brain Mapping 20:41-49,

2003.  © 2003 Wiley-Liss, Inc.
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INTRODUCTION

Advances in neural imaging techniques have en-
hanced greatly our understanding of functional orga-
nizations of the human brain. However, functional
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MRI (fMRI) technique used currently depends on
measuring regional cerebral hemodynamics to infer
neural activation, rather than directly detecting neu-
ronal activity. As the relationship between neuronal
activity and cerebral hemodynamics is not thoroughly
understood, interpretations of the results are typically
confounded by the coupling of neuronal activity and
cerebral hemodynamics. Spatial and temporal resolu-
tions of these measurements are also often limited by
the complex vascular geometry and slow response
function of cerebral hemodynamics, rather than phys-
ical limitations of the imaging methodologies. A much
better solution for mapping brain activity is direct
detection of electromagnetic sources originated from
the neural firing using MRL

Mapping neuronal activity with MRI by detecting
neuronal magnetic fields is theoretically straightfor-
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ward, but practically challenging. The MRI signal is
based on inducing and detecting phase-coherent nu-
clear spins. Nuclear spins exposed to neuronal mag-
netic fields will lose phase coherence, which will de-
crease MRI signal strength. It is well established by
magnetoencephalography (MEG) that magnetic fields
generated by cortical neuronal activity are detectable
even at the scalp (~107" T) [Cohen, 1968]. Although
the magnetic field at the source (the cerebral cortex)
will necessarily be much stronger than at the scalp
(2-4 cm away), it remains to be proven that the mag-
netic-source (ms) MRI effect is strong enough to be
detectable and useful. MRI detection of weak, tran-
sient magnetic fields has been demonstrated in water
phantoms [Bodurka et al., 1999; Bodurka and Bandet-
tini, 2002; Scott et al., 1992] and even in the human
body using externally applied currents [Joy et al,
1989]. An early attempt at direct mapping of neuronal
activity was reported [Kamei et al.,, 1999], but has
never been replicated. We present magnetic-field-ef-
fect modeling and experimental confirmation that
msMRI can map neuronal activity in the human brain
at high temporal and spatial resolution.

SUBJECTS AND METHODS
Subjects

Seven right-handed, healthy subjects (five men, two
women) participated in this study. One data set was
discarded due to motion artifacts. Three (of the six)
were scanned twice at 1-week intervals to assess the
reproducibility of the msMRI signal. Informed consent
was obtained before each subject was imaged. For all
studies, the head was immobilized in a closely fitted,
thermally molded, plastic facial mask that was indi-
vidually made for each subject. The mask minimized
head movement during MRI scanning.

Paradigm

A well-established visuomotor task was used to
investigate the system-level organization of the hu-
man visual and motor cortices using msMRI. Cued by
a brief (50 msec) visual stimulus (a wedge of random
dots) in the lower left visual field, subjects pressed and
released a button with the right index finger.

Data acquisition
MRI data were acquired on a 1.9 T GE/Elscint Pres-

tige whole-body MRI scanner using a gradient-echo
echo-planar-image (EPI) pulse sequence with the fol-
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Figure 1.

The time sequence of experimental setups. Two five-slice images
were acquired for each stimulation ON—-OFF cycle. Each slice was
color-coded. The time between adjacent slices was 200 msec. MRI
scanner was precisely synchronized with stimulation onset. Data
acquisitions for the first five runs started at —200, — 100, 0, 100,
and 200 msec relative to stimulation onset. The image acquired
early (solid arrows) was contrasted with the image acquired later
(dash arrows).

lowing parameters: repetition time, TR, of 1,000 msec,
echo time, TE, of 100 msec, and a flip angle of 90
degrees. Five contiguous, oblique slices were ac-
quired, with an in-plane spatial resolution of 3 X 3
mm” and slice thickness of 6 mm. The orientation and
location of the slices were carefully selected to cover
both the upper bank of the calcarine cortex (the lower
field representation of primary visual cortex) and the
hand area of primary motor cortex. At the end of fMRI
data collection, spin-echo, T1-weighted anatomical
images in the same slice positions were acquired to
facilitate the precise determination of the structures
corresponding to the functional activation foci. The
parameters for the Tl-weighted images were: TR
= 650 msec, TE = 12 msec, flip angle = 90 degrees,
voxel size = 1.64 X 1.64 X 6 mm®.

Magnetic source MRI data were acquired as a con-
tiguous series of 100 msec frames time-locked to cue
onset (Fig. 1). Each MRI session included six runs of
data acquisitions, with an acquisition time of 200 sec/
run. The first five runs were designed for msMRI
imaging of event-related neuronal activity and were
shown in the schematic. Each run consisted of 100
ON/OFF cycles, with two five-slice images for each
cycle (one ISI). MRI scanner was precisely synchro-
nized with stimulation onset. Data acquisitions for the
first five runs started at —200, —100, 0, 100, and 200
msec relative to stimulation onset. The image acquired
early in the cycle (solid arrows) was contrasted with
the image acquired later (dash arrows). The last run
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was a control. It was acquired either at the resting-
state (subject does not actively perform any task) or as
a “traditional” block design blood oxygen level depen-
dent (BOLD) fMRI study [Kwong et al., 1992; Ogawa
et al., 1992], in which subjects carried out the visuo-
motor task for the first 90 sec and then rested for the
rest of time. The block design BOLD fMRI data were
acquired for three subjects with parameters of TR
= 1,000 msec, TE = 45 msec, and flip angle = 90
degrees. Resting-state fMRIs were acquired for the
other three subjects to assess false activation (noise).
Parameters for the resting state MRI were TR = 700
msec, TE = 45 msec, and flip angle = 70 degrees.

Data analysis

The MRI images were processed using in-house
software. The first 20 images of each run were dis-
carded to allow hemodynamics and MRI signal to
reach a steady state. All data were assessed for inter-
scan and intra-subject movement. A two-dimensional
(2-D) movement correction was carried out to mini-
mize in-plane motion. Data interpolation between im-
age slices was purposely avoided because different
slices were acquired at different times. Voxel-by-voxel
linear detrending was carried out to remove the linear
drift of the MRI signal. A mean image was created for
each ON-OFF cycle by averaging across the time-
series in the cycle; the mean image was then sub-
tracted from each image to create residual images. A
2-D spatial Gaussian filter with a full width at half
magnitude of 4.5 mm was applied. A group Student’s
t-test was carried out on the residual images. The
t-image was then thresholded using a t-value thresh-
old of 3.0 (P < 0.0013) and cluster size threshold of six
voxels to detect significant activation [Xiong et al.,
1995, 1996].

Modeling

A current-dipole model, commonly used in MEG
for the estimation of the magnetic fields induced by
neuronal firing [Hobbie, 1997], was constructed for
modeling MRI signal changes resulting from neuro-
magnetic fields. The model was constructed over a
scale range from a single neuron to a typical MRI
voxel (~1,000,000 neurons). Each dendrite was mod-
eled as a current dipole. Distributions of neuronal
magnetic fields were estimated and the interaction
between the neuronal magnetic fields and nuclear
spins was assessed across a range of scales, orienta-
tions, configurations, and distributions of dendrite

packing density. More detailed information regarding
modeling will be reported elsewhere.

RESULTS

As predicted, msMRI detected regional signal dec-
rements in visual, sensorimotor, and pre-motor corti-
ces with appropriate latencies, locations, and laterali-
ties. Occipital activations bordered the calcarine
fissure and were predominantly right hemispheric,
consistent with the left visual field location of the cue.
Similarly, sensorimotor and premotor activations
were chiefly left hemispheric, consistent with the
right-hand motor response. Primary motor area (M1)
responses lay immediately anterior to the central sul-
cus; primary sensory cortex (S1) responses lay imme-
diately posterior to the central sulcus. In all areas
imaged, msMRI signals were detected predominantly
in cerebral grey matter (Fig. 2). False-positive rate of
activation was assessed based on the resting-state MRI
data and was very low (<1%) for the present study.
Trial-by-trial consistency was good (Fig. 2), with a
clear distinction between baseline and activation. Vi-
sual inspections of activation maps showed good con-
sistency across subjects and sessions. The locations of
task-induced activations for msMRI and BOLD fMRI
were also in good agreement in all subjects. As shown
in the illustrated subject (Fig. 2), locations and lateral-
ities of msMRI activations in M1, S1, the supplemen-
tary motor area (SMA) and posterior cingulate were
closely replicated by BOLD fMRI.

In addition to spatial localization, msMRI maps pro-
vided useful temporal information regarding task-in-
duced neuronal activity. As illustrated in Figure 2
(single subject) and in Figure 3 (group data), msMRI
maps showed right-hemispheric activation of primary
visual (striate) cortex (V1) in Frame 1 (0-100 msec)
immediately after visual stimulation onset. The visual
activation moved laterally to the right extrastriate vi-
sual areas (Brodmann area [BA] 18 and 19) in Frame 2
(100-200 msec). Both the striate and extrastriate visual
cortical areas were re-activated in Frame 4 (300-400
msec). Onset latencies of msMRI visual activations
agree well with the electroencephalography (EEG) lit-
erature, which reports onset latencies of 50-55 msec
for striate cortex and 70-150 msec for extrastriate ar-
eas [Martinez et al., 1999; Woldorff et al., 1997]. Re-
entrant activation of visual cortex has also been re-
ported, with onset at 250-300 msec, about 50 msec
earlier than our result [Michel et al., 2001]. Note that
our msMRI protocol measures integrated activation
within a 100 msec frame (although shorter time frames
are possible). Activation starting late in a frame may
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Figure 2.

Spatio-temporal plots of event-related neuronal activity detected
by msMRI for a single subject. A: The time sequence of visual and
motor events. B: Spatio-temporal plots of neuronal activity de-
tected by msMRI. C: The same subject’s BOLD fMRI maps. D:
Time-course plots corresponding to the activated area (red box)
and the non-activated area (blue box). The activation information
(in color) is overlaid on TI-weighted MRI images acquired at the
same location and orientation. Because different MRI slices were

not be detected until the subsequent frame, which
may explain why activation onsets from EEG tend to
be shorter than we observed with msMRI. The visual-
area activation patterns illustrated in Figure 2 were
fairly consistent across subjects and sessions. Group
data (in the visual system) showed very little intersub-

acquired at slightly different times, spatial normalization was not
carried out to preserve temporal information. The color scale
represents the t-value of each voxel. The letter L on the left-lower
corner indicates the left cerebral hemisphere. The letter P indi-
cates posterior. For the time-course plots, each data point here
represents an average of |8 individual trials. The gray strips indi-
cate stimulation ON.

ject variability in response latency, making the group
data quite similar to the single subject data (Fig. 3);
this was not the case for brain regions affected by
inter-subject differences in reaction time (below).

In the motor system, as well, msMRI detected acti-
vation spatially and temporally discrete and appropri-
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Figure 3.

Relative activation areas for different brain regions. Activation
areas have been averaged across subjects and sessions and have
been normalized by dividing each area by the maximum area for
the region. Four different brain regions are shown: the right striate
cortex (V1), the left primary motor and premotor cortices (M),
the left somatosensory cortex (S1), and the anterior supplemen-

ate to the task. The left primary motor (M1) and pre-
motor areas (BA 6) were activated twice: first in Frame
2 (100-200 msec) and then in Frame 4 (300—400 msec)
(Fig. 2). The first M1 activation is likely preparation for
and execution of the button press. Using a similar
visuomotor task, onset latencies of 130-180 msec have
been reported for motor and premotor cortices, in
excellent agreement with our data [Schluter et al.,
1999]. The second M1 activation likely represents the
same components for button release. Chronometric
measurements showed an average delay of 185 msec
between button press and button release, which
closely matches the delay between the first and second
M1 activations. As expected, the onset of brain activa-
tion preceded finger movement by about 100 msec
(finger response time: 239 * 57 msec). Similar onset
latencies for button press and button release were
observed in the group data (Fig. 3). Group data, how-
ever, also showed activation in Frame 3 as well as in
Frames 2 and 4. Variability of reaction time between
subjects is the most likely cause for this temporal
smoothing of the group data. The supplementary mo-
tor area (SMA), a medial component of BA6, showed
a similar temporal pattern, being first activated before
movement (0-100 msec) and reaching a maximum at
movement onset (100-200 msec); SMA, however,
showed residual activation through Frames 3-5.

tary motor area (SMA). Kolmogorov-Smirnov tests showed that
the profile of M| activation differs significantly from the profiles of
V1 and SMA (P < 0.01) and is similar to that of S| (P = 0.05). Time
frames |-5 represent time intervals of 0—100 msec, 100-200
msec, 200—-300 msec, 300—400 msec, and 400500 msec after the
visual stimulation onset, respectively. Error bars = | SE.

Although it might be expected that somatosensory
processing would begin only after movement onset,
recent studies have demonstrated that somatosensory
processing can precede motor processing for a visuo-
motor task [Thut et al., 2000], either anticipating the
to-be-received proprioceptive signal (efference copy)
or using current body posture to model the to-be-
executed movement [Parsons et al., 1995]. As shown in
Figure 2, primary somatosensory (S1) cortex activation
(0-100 msec) precedes M1 activation, and continued
during M1 activation (100-200 msec), but reached
maximum after M1 activation (200-300 msec). That is,
the maximum S1 activation occurred in the epoch
appropriate for arrival of a post-movement proprio-
ceptive signal from the periphery [Ball et al., 1999].
The left S1 was again activated during the button
release period (at 300-400 msec). This pattern was
similar across subjects, albeit with latency differences
reflecting inter-subject differences in reaction time. As
in the motor system, reaction-time variability tempo-
rally smoothed the group data (Fig. 3).

To further test our supposition that the signals de-
tected by this method are the direct effects of neuronal
magnetic fields, theoretical modeling was carried out
and experimentally confirmed. A current-dipole
model, commonly used in MEG for the estimation of
the magnetic fields induced by neuronal firing [Hob-
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TE dependence of msMRI signals. Theoretical modeling and addi-
tional scans of three subjects have been carried out to investigate
effects of the echo time, TE, on msMRI signals. The solid line
represents theoretical results. The symbols are experimental data,
which represent the msMRI signals averaged across all significantly
activated regions and across a group of three subjects. Error bars
= | SE. The theoretical results were estimated based on a current
dipole model. Parameters used for calculating the MRI signal
changes are: radius of the dendrites o = 0.5 pum, electrical con-
ductivity of axoplasm o, = 2 Q™ 'm™', and membrane potential
Av, = 75 mV [Hobbie, 1997]. The number of dendrites fired
simultaneously at any time was presumed to be approximately 0.2
million for a typical MRI voxel. The plots show a non-linear
relationship between the msMRI signals and the echo time TE. The
data fit well with a quadratic model, in which msMRI signals are
related to TE (r* = 0.9999).

bie, 1997], was constructed over a scale range from a
single neuron to a typical MRI voxel (~1,000,000 neu-
rons). In the range of parameters proper for human
cortex, our modeling showed that changes in the mag-
nitude of the MRI signal due to neuronal activity
could reach a few percent (0.5-5.0%). That is, msMRI
signals are within a measurable range, comparable to
standard fMRI techniques (Fig. 4). This theoretical
prediction was confirmed by our experimental data
(Figs. 2 and 4), which showed a signal change of 1.12%
+ 0.54% of the background anatomical signal in left
M1 cortex. Response magnitudes for other brain re-
gions were similar.

Modeling also tested the relationship between the
msMRI signal strength and the echo time (TE). A
counterintuitive prediction of our model is that a non-
linear relationship exists between TE and msMRI
magnitude: msMRI signal increased by a factor of 3.8
when TE doubled. This is in sharp contrast to a nearly
linear relationship between TE and BOLD fMRI signal.
The predicted non-linearity was experimentally con-
firmed (Fig. 4). This is the reason why we use a long
TE for msMRI.

DISCUSSION

This study showed that neuronal activity could be
directly detected using MRI. In our experiment,
msMRI detected responses localized to grey matter,
appropriately lateralized, and with appropriate la-
tency in visual, motor, and somatosensory brain re-
gions, as predicted by task design and the electrophys-
iological literature. Signal strength of msMRI was
comparable to traditional event-related functional
MRI (fMRI) methods: about 1% of the baseline signal.
Collectively, our observations demonstrate that the
msMRI method achieved a temporal resolution (100
msec frames) exceeding that possible using MRI meth-
ods based on hemodynamics and metabolism and
with no compromise of spatial resolution.

Prior efforts [Bodurka et al, 1999; Bodurka and Ban-
dettini, 2002] to model the msMRI signal predicted a
much weaker effect (one order of magnitude weaker)
than predicted by our model. Their models were
based on measuring phase rather than magnitude.
This approach, we believe, is flawed. For neuronal
magnetic fields, the direction of the field on the left
side of a current dipole is always opposite to that on
the right. A typical MRI voxel contains approximately
a million dipoles. Both positive and negative phases of
MRI signals will destructively add, lowering net phase
for an imaging voxel. Thus, the net phase is near zero
and is undetectable. On the other hand, magnitude of
MRI signal significantly changes due to this neuro-
magnetic field. Even through millions of dendrites are
synchronously activated, the combined magnetic field
remains highly inhomogeneous. Nuclear spins expe-
riencing these local field inhomogeneities will lose
phase coherence, resulting in a decrease of MRI signal
magnitude. Magnitude measurements used here,
therefore, should be far more sensitive for measuring
in vivo neuronal activity than phase measurements.

In addition to electromagnetic effects, neuronal ac-
tivity also induces physiological (e.g., changes in
blood flow and metabolic rate) and mechanical (e.g.,
cell swelling) effects. Is it possible that factors other
than neuronal magnetic fields underlie our observa-
tions? A short answer is: unlikely.

Physiological and mechanical responses to neuronal
activity have been characterized by numerous studies.
Optical imaging studies [Gratton and Fabiani, 2001;
Rector et al., 2001] have reported four distinct tempo-
ral components corresponding to neuronal activity:
P30, N80, N300, and P800 responses. The two faster
responses (P30, N80) were linked to cellular mechan-
ical processes, such as cell swelling, which change the
light-scattering properties of neural tissue. The timing
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of the early positive response (P30) corresponds to the
presynaptic population spike; the negative response
(N80) corresponds to the postsynaptic population-
evoked potential. The N300 response is believed to
represent a fall in hemoglobin oxygenation, triggered
by increased metabolic demand during activation.
This component corresponds to the ‘initial dip” in
fMRI signal reported by several studies [Menon et al.,
1995; Yacoub and Hu, 2001]. The P800 response cor-
responds to the hemodynamic BOLD fMRI effect.
The BOLD effect increases fMRI signal strength,
whereas the msMRI effect causes a decrease. Thus, it is
very unlikely that the observed effect is from BOLD.
Further, the BOLD (P800) effect is a slow response,
which typically peaks 5 sec or longer after stimulation
onset and returns to baseline 15 sec or longer after
stimulation offset. Our experiment was designed to
minimize the effects of cerebral hemodynamics while
maximizing the effects of neuronal magnetic tran-
sients, as the BOLD effect could cancel out the msMRI
effect. The stimulation duty cycle (2 sec) was suffi-
ciently rapid that the hemodynamical response was at
steady state. Computer simulations ourselves and by
others [Janz et al., 2001] demonstrate that effects of
cerebral hemodynamics on the present experiment
were negligible, being no more than 5% of the ob-
served signal (0.05% of the baseline signal). Further,
the high temporal resolution achieved in our msMRI-
optimized paradigm could not possibly be achieved
by the slow, hemodynamically based BOLD signal.
The “initial dip”, an early decrease in the MRI sig-
nal, is believed due to a decrease in tissue oxygen
content caused by a phase lag between the onset of
neuronal metabolic demand (fast) and the onset of the
hemodynamic response (slow) [Thompson et al,
2003]. The initial dip begins less than 1 sec after stim-
ulation onset, peaks at approximately 2-3 sec, and
merges with the BOLD effect at 4-5 sec [Yacoub and
Hu, 2001]. The amplitude of this negative response is
quite small: roughly 10% as large as the (positive)
BOLD fMRI signal amplitude at 1.5 T and 30% at 4 T
(20). At 1.9T (the field strength used here), the initial
dip should be approximately 15% of the positive
BOLD signal; our putative msMRI signal was compa-
rable to the BOLD signal [Liu and Gao, 2000]. Thus,
the initial dip is too small and too slow to be a plau-
sible cause for the signals detected using our msMRI-
optimized paradigm. Further, the initial dip occurs
only at the onset of a stimulation block. In the block-
like design used here, the transient oxygen debt was
corrected (by the hemodynamic response) before data
acquisition. Finally, even though the initial dip is
faster than the BOLD signal in onset, it is slow in

offset. The high temporal resolution (both onset and
offset) achieved by our msMRI optimized paradigm
could not be explained by the initial-dip effect.

Mechanical changes accompanying neuronal activa-
tion can generate extremely fast changes in MRI sig-
nals. In particular, firing-induced swelling of cortical
cells (corresponding to P30 and N80 optical changes)
is believed to change the apparent diffusion coefficient
of water (ADC) and T, value of nuclear spins [Darquie
et al., 2001]. In human visual cortex, visual stimulation
induced a fast decrease in ADC with a magnitude
similar to that observed here (~1%). The ADC effect,
however, cannot explain the putative msMRI effect
reported here for several reasons. First, a decrease in
ADC causes an increase in MRI signal strength; the
msMRI effect reported here is a decrease. Second, the
ADC effect can be detected only when a strong diffu-
sion gradient is applied. The pulse sequence we used
was diffusion insensitive, in which no strong diffusion
gradient was applied.

We believe, then, that the spatially and temporally
precise signals detected using a model-based experi-
mental design optimized to detect neuronal magnetic
effects are, in fact, msMRI effects. The msMRI activa-
tions showed a spatial and temporal distribution ap-
propriate to the neural systems activated by the
widely used visuomotor task. The sign and magnitude
of the observed signals (about —1% of baseline) were
as predicted by the model. The nonlinear effect of TE
on the observed signal was as predicted by the model.
To the best of our knowledge, non-magnetic effects of
neuronal activity have been addressed but found
wanting as explanations of the observed effect.

The msMRI technique offers several advantages
over current neuroimaging methods. It seems to pro-
vide better combined spatio-temporal resolution than
any currently used non-invasive neuroimaging meth-
ods. Compared to “traditional” fMRI [Belliveau et al.,
1991; Kwong et al., 1992] and positron-emission to-
mography (PET) [Fox et al., 1984, 1988; Mazziotta et
al., 1982], msMRI offers much higher temporal reso-
lution, with no loss of spatial resolution. Detecting
brain activity via the cerebral hemodynamic and met-
abolic responses to neural firing, the temporal resolu-
tions of fMRI and PET are ultimately limited by the
slow response function of cerebral hemodynamics,
which is on the order of seconds. Furthermore, their
inferences regarding neuronal activity are necessarily
complicated by the variability of coupling between
neuronal activity, cerebral hemodynamics, and metab-
olism [Fox and Raichle, 1986]. Compared to EEG and
MEG [Cohen, 1968; Lewine and Orrison, 1995],
msMRI offers higher spatial accuracy. Relying on in-
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formation detected at the scalp to localize active sites
inside the brain, both EEG and MEG require solving
an inverse problem, which leads to spatial uncertainty
in the localization of electromagnetic sources. The
msMRI effects are spatially mapped in the same man-
ner as traditional MRI techniques and involve no in-
verse problem. In addition, EEG and MEG are each
limited in the activation geometries they can detect
and are unable to detect neuronal activities deep in the
brain; msMRI has no such limitation. Combining in-
formation from modalities detecting different physio-
logical variables (for example, data from fMRI and
MEG) can partially offset the drawbacks of the indi-
vidual modalities and can provide brain activation
maps with high spatial and temporal resolution [Dale
and Halgren, 2001]. The basic limitations for each
modality, however, such as the indirect nature of a
fMRI measurement and the inverse problems for EEG
and MEG, remain obstacles. In contrast, msMRI over-
comes these limitations and directly measures mag-
netic sources originating from the neural firing with
high spatio-temporal resolution.

The temporal resolution of msMRI was 100 msec in
this study. This temporal resolution, however, is still
not optimal for investigating neuronal activity at the
system level. Activation of a neural population gener-
ally lasts tens to hundreds of milliseconds. Similarly,
latencies of activations are also in a range of tens to
hundreds of milliseconds. Thus, improving the tem-
poral resolution of msMRI would be valuable. Fortu-
nately, the temporal resolution achieved here (100
msec) does not reflect a physical limitation of the
msMRI method. The temporal resolution of msMRI is
mainly limited by the echo time and contrast-to-noise
ratio, which is affected by MRI parameters including
field strength, repetition time, and echo time, as well
as by the pattern of neural firing. Temporal resolution
could be further improved by optimization of both
experimental design and MRI pulse sequence.
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