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An efficient computation of the time-dependent forward solution for photon transport in a head model is
a key capability for performing accurate inversion for functional diffuse optical imaging of the brain. The
diffusion approximation to photon transport is much faster to simulate than the physically correct
radiative transport equation (RTE); however, it is commonly assumed that scattering lengths must be
much smaller than all system dimensions and all absorption lengths for the approximation to be accurate.
Neither of these conditions is satisfied in the cerebrospinal fluid (CSF). Since line-of-sight distances in the
CSF are small, of the order of a few millimeters, we explore the idea that the CSF scattering coefficient
may be modeled by any value from zero up to the order of the typical inverse line-of-sight distance, or
approximately 0.3 mm�1, without significantly altering the calculated detector signals or the partial path
lengths relevant for functional measurements. We demonstrate this in detail by using a Monte Carlo
simulation of the RTE in a three-dimensional head model based on clinical magnetic resonance imaging
data, with realistic optode geometries. Our findings lead us to expect that the diffusion approximation
will be valid even in the presence of the CSF, with consequences for faster solution of the inverse
problem. © 2006 Optical Society of America

OCIS codes: 170.6960, 170.3660, 170.5280, 170.6920.

1. Introduction

Diffuse optical imaging (DOI) is a relatively new
method used to image blood oxygenation in vivo. It
uses near-infrared light and has the advantage of low
cost and portability. The success of DOI techniques is
due to the properties of near-infrared light in biolog-
ical tissue. The absorption coefficient ��a� depends on
the total hemoglobin concentration and oxygenation
within the tissue; therefore calculating �a provides
useful information about the physiological conditions

of the tissue.1 For instance, during the past few years
DOI has been tested for application to imaging breast
cancer2–9 and brain function.10–16

In DOI, near-infrared light is scattered in a me-
dium with optical properties x, and some fluence y is
recorded at the detectors’ positions. Solving an imag-
ing problem [described as f�x� � y; solved for x] re-
quires a good combination of a forward and an
inverse model. The forward problem models the pro-
cess producing the set of measurements [establishing
the rules to calculate f(x)]. The inverse problem arises
when it is necessary to recover an image of the optical
properties of the medium from the observed data [i.e.,
x � f�1�y�]. The DOI image reconstruction problem is
ill posed; hence the inverse procedure typically in-
volves the use of regularization techniques.17,18 Be-
cause of its relatively poor spatial resolution, DOI is
increasingly combined with other imaging techniques,
such as magnetic resonance imaging (MRI) and x ray,
which provide high-resolution structural information
to guide the characterization of the unique physiolog-
ical information offered by DOI.8,19–22

Several papers have been published by Okada et
al.,23 Fukui et al.,24 Hayashi et al.,25 Koyama et al.,26

Arridge et al.27,28 Firbank et al.,29 and Hielscher et
al.30 that explore a variety of models of light propa-
gation in highly scattering media with properties
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similar to those found in the human head. The low-
scattering properties of the cerebral spinal fluid
(CSF) surrounding the space between the brain and
the dura mater31 have been of particular concern in
the development of an accurate photon migration for-
ward problem for the human head because the diffu-
sion equation is known to provide inaccurate
solutions under such circumstances.23,30,31 Contro-
versy has continued as to whether this low-scattering
region (often called the void region) affects sensitivity
in the underlying brain tissue.24,32,33 As a result, sev-
eral papers have been published exploring the imple-
mentation of the radiative transport equation30,34

(RTE) or hybrid combinations of the radiosity equa-
tion and the diffusion equation.25,26 A number of pa-
pers have shown that in some idealized geometries
the transport equation is necessary to accurately
describe photon migration in the presence of a
low-scattering region.25,30,33,35,36 Transport-based
modeling approaches, such as Monte Carlo (MC) sim-
ulations, typically require excessively long processing
times. This can make them unsuitable for use as the
forward model in an effective image reconstruction
algorithm. It is therefore desirable to adopt a faster
alternative forward model with comparable accuracy.
A solution of the diffusion equation by finite differ-
ence (FD), for instance, offers greater computational
speed at the cost of reduced modeling accuracy.30,37 It
has been suggested23,37 that the diffusion equation
may be sufficiently accurate given the folding nature
of the low-scattering region between the brain and
the skull and the fact that this space is filled with
connective tissue and blood vessels.38

The irregularity in the thickness of the CSF layer is
of particular interest because it limits the average
straight-line distance that a photon would travel in
the void region. Thus even if the scattering coefficient
�s� in the void region were zero, an increase in �s� up
to the value of the inverse typical straight-line
distance is expected to cause little change in photon
transport. Barnett et al.37 hypothesized that, since
the line of sight of light propagation through the CSF
is likely to be an average �3 mm, approximating the
CSF reduced scattering coefficient with a value not
larger than its inverse (which is �0.3 mm�1) would
not introduce a large error. Therefore keeping the
overall goal of rapid diffusion modeling in mind, we
conjecture that we can approximate the CSF scatter-
ing coefficient with values between 0.1 and 0.3 mm�1

without introducing an error larger than 20%.
DOI can be achieved by using continuous wave

(cw), time domain (TD), and frequency domain
measurements. TD measurements of functional
brain activity have recently been shown to provide
dramatically enhanced sensitivity to cortical acti-
vation.39–42 In this paper we consider both cw and TD
propagation of light through the human head. We
expect that our conclusions about the suitability of a
larger scattering coefficient to approximate CSF will
extend to frequency domain measurements.

We recently began exploring the use of 3D MRI of

the human head as a spatial prior step in an iterative
reconstruction process of the optical properties of the
different structures in the human head37 as well as
for improving quantitative functional imaging.22,42

This work required creation of a MRI-based anatom-
ically correct 3D model of the head and brain.
In this paper we used MC modeling, which imple-
ments the transport equation,44,45 to accurately sim-
ulate light propagation through this MRI-based 3D
model of the human head. We simulated both time-
resolved and cw measurements to validate our hy-
pothesis of an effective CSF scattering coefficient by
measuring the error introduced when using a CSF
scattering coefficient larger than a near zero value
(we used the reference CSF scattering coefficient of
0.001 mm�1). Given this new larger effective �s�, the
conditions for validity of the diffusion approximation
may hold to a much greater degree than previously
thought, allowing accurate diffusion solution.

We calculated the deviation from our reference
measurements of the photon fluence detected on the
surface of the head and of the sensitivity to the
brain. The results presented in this paper support
our hypothesis that the nonscattering CSF region
can be treated with a larger scattering coefficient
�0.3 mm�1� with only a 20% difference in the mea-
surements. This result will also have relevance for
the debate on the exact CSF scattering coefficient,
since it demonstrates that, as long as it is less than
the inverse typical line-of-sight distances, its exact
value is not relevant. Thus it is possible in principle
that the diffusion equation may provide sufficiently
accurate modeling of photon migration through the
human head, greatly reducing the computational ex-
pense.

2. Methods

A. Head Model and Probe Placement

We used segmented MRI data to create the head
geometry that we employed for this study. Within
this adult head model we distinguished three tissue
types (extracerebral, CSF, and cerebral, as described
in Table 1). The whole volume is voxelized in a cube
with 128 voxels�side �a total of 1283 voxels, 2 � 2
� 2 mm3 each). A coronal slice of the 3D head model
is shown in Fig. 1 with a voxel size of 1 mm. This
voxel size was increased to 2 mm for the simulation,
decreasing the simulation run time and the memory
requirement. In data not reported we established
that this increase in voxel size did not significantly
affect the simulated data. The gray diamond and the
circles on the surface of the head show the placement
of the source and detectors, respectively.

The optical properties provided in Table 1 for each
tissue type were taken from the literature.46–48 The
refractive index was the same for all tissues and as-
sumed to be 1, and the scattering anisotropy
g � 0.01. We chose a value of �s� for CSF between
0.001 and 1 mm�1 to test our hypothesis that the
value of the CSF scattering coefficient could be mod-
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eled as the inverse of the average CSF layer thick-
ness.37 In our model we calculated �s,CSF� � 1�
average thicknessCSF, which gave us a �s� of
�0.25 mm�1.

For the purpose of this study, we used a linear
probe geometry, in which the sources and detectors
were positioned along a line on the surface of the
head, all placed in the same coronal plane. The probe
featured a single source and 25 detectors placed at 12,
14, 16, 18 . . . 60 mm from the source position. The
source was located at the top of the head (see Fig. 1).
We chose this particular arrangement of optodes to
analyze the effect of the CSF scattering coefficient on
the measured photon fluence as a function of the
separation between the source and the detector. Fur-
thermore, the same probe has been used in similar
studies by Okada et al.23

B. Solution of the Radiative Transport Equation

MC modeling is a simple method that offers a great
deal of freedom in defining geometries and optical
properties based on the RTE.44,45 The method models
photon trajectories through heterogeneous tissues,
reproducing the randomness of each scattering event
in a stochastic fashion (a random seed is employed).
When a photon is detected, its partial optical path
length for each of the tissue types through which it
passed is recorded in a history file. MC methods have
the disadvantage of being computationally expensive

to use while obtaining a good signal-to-noise ratio
(SNR) in highly scattering thick tissues. We typically
ran 109 photons to achieve an appropriate SNR for
the results presented in this paper. We ran 11 inde-
pendent MC simulations of 108 photons for each �s�
configuration so that we could calculate the standard
deviation across the independent runs. Each simula-
tion took approximately 12 h (see Boas et al.45 for
more details). By recording the path length of each
photon, our MC data could be converted to cw or TD.

C. Calculation of the Total Fluence in Time Domain and
Continuous Wave

To consider the time-resolved problem from the data
recorded by the MC simulation we calculated the
temporal point spread function by using Eq. (2) from
Ref. 45:

�j�ti� �
1

Nj�ti��t �
l�1

Nj�ti�

�
m�1

NR

exp���a,mLj,l,m�, (1)

where �j�ti� is the measured photon fluence at detec-
tor j, Nj�ti� is the number of photons collected at
detector j in a time gate of width �t centered at time
ti, exp���a,mLj,l,m� accounts for the effects of absorp-
tion in each region in which Lj,l,m is the path length of
photon l through region m, and the photon migration
time is related to the photon path length by the
speed of light in the medium. NR is the number of
regions through which the photons migrate. The
cw fluence is calculated by averaging over the time
index i.

D. Calculation of Partial Optical Path Length Factor

Tissue scattering causes the photons to travel a
greater distance than the geometric distance between
the source and the detector. The partial path length
factor (PPF) of light through each of the tissue types
is defined as24,38,39,49

PPFm � 	OD�	�a,m, (2)

where OD � �ln����0�, ���0 is given by Eq. (1),
and �0 is the incident number of photons. The partial
path length is thus easily derived from Eq. (1):

PPFj,m �
�l�1

Nj�ti� IIm�1
NS Lj,l,m exp���a,mLj,l,m�

�l�1
Nj�ti� IIm�1

NR exp���a,mLj,l,m�
. (3)

Fig. 1. Head geometry and probe placement. The gray diamond
on the top of the head indicates the position of the single source and
the gray circles show the position of the 25 detectors.

Table 1. Optical Properties of the Adult Head Model

Tissue Type
Reduced Transport Scattering

Coefficient (mm�1)
Absorption Coefficient

(mm�1) Tissue Thickness (mm)

Scalp and skull 0.86 0.019 3–8 (scalp) 7–8 (skull)
CSF 0.001, 0.01, 0.1, 0.2, 0.3, 0.7, 1 0.004 2–4
Gray and white matter 1.11 0.01 4–10 (gray) �40 (white)

1 July 2006 � Vol. 45, No. 19 � APPLIED OPTICS 4749



3. Results

A. Fluence and Partial Path Length for Continuous Wave

In Fig. 2 we show the total measured fluence versus
the source–detector separation for different �s,CSF�
[Fig. 2(a)] and the fractional difference relative to
�s,CSF� � 0.001 mm�1 [Fig. 2(b)]. The total fluence is
normalized by the incident fluence, i.e., the total
number of photons launched in the MC simulation.
We see that the detected fluence varies little when
the �s,CSF� � 0.1 mm�1 but that a significant differ-
ence occurs at larger �s,CSF� for separations greater
than 25 mm. In Fig. 2(b) we see that at small sepa-
rations �12–22 mm� the fractional difference for in-
creasing �s,CSF� is less than 2%, becoming significant
�
20%� at larger separations �
32 mm� when �s,CSF�
is 1.0 mm�1. This is to be expected because smaller

separations are predominantly sensitive to the scalp–
skull and therefore do not probe the CSF layer.

In Fig. 3(a) we show the cw partial path length for
the scalp–skull region and the brain region versus
the source–detector separation for different scatter-
ing coefficients in the CSF region. The results show
that the sensitivity of the measurement to absorption
changes does not change as �s� in the CSF space
increases from 0.01 to 0.1 mm�1, but that a change is
observed with �s� � 1.0 mm�1. This is consistent with
the hypothesis that the sensitivity will change as the
scattering length becomes smaller than the typical
line-of-sight distance through the CSF, which is ap-
proximately 3 mm in our model.

In Figs. 3(b) and 3(c) we plotted the fractional dif-
ference in the PPF for the scalp–skull region and
the brain region relative to that when �s,CSF�
� 0.001 mm�1. In Fig. 3(b) we observe a difference
greater than 3% at larger separations �
30 mm� for
a CSF model with �s� � 1.0 mm�1, and a difference
less than 1% for �s,CSF� � 0.1 and 0.01 mm�1. Figure
3(c) shows the same fractional difference observed in
the brain. In the brain, even at small separations,
we observed a large difference only when �s,CSF�
� 1.0 mm�1, increasing from 20% to 47% as the sep-
aration increases. For the smaller �s,CSF� we observed
differences less than 10% at all separations.

To investigate the variation in more detail, we plot-
ted in Figs. 4 and 5 the deviation in detected photon
fluence at the surface of the scalp (Fig. 4) and the
deviation in the partial path length in the scalp–
skull and brain (Fig. 5) versus �s� of the CSF at
source–detector separations of 20, 30, and 40 mm.
These results show that a change greater than 20% is
not observed until �s� 
 0.3 mm�1, except at a 40 mm
separation. We believe that the large discrepancy ob-
served at 40 mm is due to the weakness of the signal
reaching the far detectors. These results support our
hypothesis that we can treat this voidlike region
with a larger scattering coefficient �0.1 � �s� �
0.3 mm�1� and obtain similar results (errors between
10% and 20% for cw measurements with a source–
detector spacing of �40 mm).

We also note from Figs. 3(a) and 5 that the brain
PPF, which corresponds to the sensitivity of the cw
measurement to absorption changes in the brain, is
higher when the CSF �s� is low than when the CSF
�s� matches that of the brain.

B. Fluence and Partial Path Length in the Time Domain

We further explored this result for time-resolved pho-
ton migration. In Fig. 6(a) we show how the partial
path length varied with the photon transit time in the
medium. These results confirm what we have seen in
cw, that is, the time-resolved fluence is approxi-
mately the same when �s,CSF� is less than 0.1 mm�1

but a significant difference is observed for a larger
scattering coefficient. In Fig. 6(b) we quantified this
change relative to the fluence when �s,CSF�
� 0.001 mm�1 and observed a greater than 50% de-

Fig. 2. (Color online) (a) Total detected fluence simulated with
Monte Carlo in cw. (b) Relative fluence in cw calculated with re-
spect to MCo, which is the MC prediction when �s,CSF� � 0.001
mm�1.
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viation for �s,CSF� � 1.0 mm�1 and a mostly less than
8% deviation when �s,CSF� � 0.1 and 0.01 mm�1.

In Fig. 7 we explored how the CSF scattering coef-
ficient affects the partial path length in the superfi-
cial layers and the brain versus time delay. The
absolute partial path length in Fig. 7(a) shows that no
difference is observed for �s,CSF� � 0.1 and 0.01 mm�1

but that a difference is observed when �s� is further
increased to 1.0 mm�1. The deviation with increasing
�s,CSF� relative to a �s,CSF� of 0.001 mm�1 is shown in
Figs. 7(b) and 7(c) for the superficial and brain re-

Fig. 3. (Color online) (a) MC normalized path length factor cal-
culated versus separation for three different �s,CSF�: 0.01, 0.1, and
1.0 mm�1 in cw. The PPF is normalized by the total sensitivity to
all tissue types. MC measure of relative sensitivity to (b) scalp–
skull layer and (c) brain versus separation when varying �s,CSF� in
cw (�s,CSF� � 0.01, 0.1, and 1.0 mm�1). The error is calculated with
respect to PPFo, which is the MC prediction of PPF when �s,CSF� �
0.001 mm�1.

Fig. 4. Fluence changes as a function of �s,CSF�. CSF scattering
coefficient varies from 0.001 to 1.0 mm�1. The data are calculated
via MC simulations in cw using �s,CSF� values of 0.001, 0.01, 0.1,
0.2, 0.3, 0.7, and 1.0.

Fig. 5. Partial path length absolute changes as a function of
�s,CSF� scattering coefficient varies from 0.001 to 1.0 mm�1 taking
values of 0.001, 0.01, 0.1, 0.2, 0.3, 0.7, and 1.0, and the PPF is
simulated with MC in cw. Results are shown for separations of 20,
30, and 40 mm.
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gions, respectively. Little deviation is observed in the
superficial scalp–skull region since the deviation is
never larger than 15%. A more significant difference
is observed for the brain, where the partial path
length is underestimated by 20%–50% for �s,CSF�
� 1.0 mm�1, whereas the error is less than 20% when
�s,CSF� � 0.3 mm�1. In all cases, the error is greater at
the earliest photon migration times when brain sen-
sitivity is weakest.

Figures 8 and 9 show the deviation in the detected
fluence and PPF, respectively, versus �s,CSF� at 20, 30,
and 40 mm at a time delay of 2 ns, where we see
that changes greater than 20% occur only when
�s� 
 0.3 mm�1. These results further support the
observation that the CSF layer can be accurately
characterized by a scattering coefficient value be-
tween 0 and �0.3 mm�1 and still provide detected

Fig. 6. (Color online) (a) Temporal point spread function pre-
dicted by MC and (b) its relative error with respect to the reference
measurement MCo, simulated with �s,CSF� � 0.001 mm�1. Results
are shown for separations of 20, 30, and 40 mm.

Fig. 7. (Color online) (a) Monte Carlo prediction of the optical
pathlength factor at three �s,CSF� � 0.01, 0.1, and 1.0 mm�1 versus
time delay normalized by the total PPF. Results are shown for
separations of 20, 30, and 40 mm. (b) Relative sensitivity to ab-
sorption changes in the scalp–skull layer when �s,CSF� � 0.01, 0.1,
and 1.0 mm�1 versus time delay as predicted by Monte Carlo. The
reference measure of sensitivity to scalp–skull is given by simu-
lating PPF when �s,CSF� is 0.001 mm�1. (c) Time-resolved Monte
Carlo predictions of the relative sensitivity to absorption changes
in the brain when �s,CSF� assumes the values of 0.01, 0.1 and 1.0
mm�1. The reference measure of sensitivity to brain is given by
simulating PPF when �s,CSF� is 0.001 mm�1. Results are shown for
separations of 20, 30, and 40 mm.

4752 APPLIED OPTICS � Vol. 45, No. 19 � 1 July 2006



fluence and brain sensitivity within an acceptable
approximation error (between 10% and 20%).

As with the cw results, we note that for the TD
measurements the partial path length in the brain
also increases when the CSF reduced scattering co-
efficient is low [see Figs. 7(a) and 9]. Also, impor-
tantly, sensitivity to absorption changes in the brain
is significantly enhanced at time delays greater than
1.5 ns with respect to cw sensitivity measurements
[compare Figs. 3(a) and 7(a)].

4. Conclusions

We performed extensive simulation studies to quan-
tify the deviation in photon migration measurements
and sensitivity to brain activity given a range of CSF

scattering coefficient values. Through an analysis of
total fluence and partial optical path length using MC
simulations in an accurate MRI-based 3D head ge-
ometry, we found that the CSF scattering coefficient
can increase up to the inverse of its typical thickness
without significant variation from a near zero scat-
tering coefficient. The results support our initial hy-
pothesis that an effective CSF scattering coefficient of
approximately 0.3 mm�1 can be used. Under these
circumstances it may be possible to obtain accurate
solutions of the forward problem with diffusion ap-
proximation. The advantage of using diffusion ap-
proximation is that we can utilize faster algorithms
to simulate photon migration in the adult head.

Our results also suggest that low-scattering CSF
increases DOI measurement sensitivity to brain ac-
tivity in contrast to previous studies that assumed
a simplified smooth CSF layer.32,42,50,51 CSF may
change the depth sensitivity profile, but this does not
mean that the signal from the cortex is decreased in
the presence of low-scattering CSF. We hypothesize
that the presence of the CSF layer has the effect of
concentrating measurement sensitivity to the more
superficial layers of the cortex, but that the overall
sensitivity to cortical hemodynamics is not adversely
affected.

In conclusion, our results indicate the following:

(i) Using a diffusion model with a CSF reduced
scattering coefficient of approximately 0.3 mm�1

leads to measurements with errors no larger than
20%, for both TD and cw.

(ii) The sensitivity of DOI measurements to corti-
cal activity is not adversely affected by the presence
of CSF in a realistic 3D head geometry.

(iii) TD measurements can further reduce the ef-
fect of the CSF layer by increasing the sensitivity to
deeper tissues, in agreement with the previous find-
ings of Steinbrink et al.,47 Montcel et al.,41 and Okada
and Delpy.42

We thank Jon Stott for useful conversations and
guidance in the early stages of this work. This work
was supported by the National Institutes of Health,
(P41-RR14075 and R01-EB002482) and the National
Science Foundation under grant IIS 9610249.
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