
In Proc. IPMI’03: The 18th International Conference on Information
Processing in Medical Imaging, LNCS 2732:330-341, 2003.

Permutation Tests for Classification: Towards

Statistical Significance in Image-Based Studies

Polina Golland1 and Bruce Fischl2

1 Artificial Intelligence Laboratory,
Massachusetts Institute of Technology, Cambridge, MA.

polina@ai.mit.edu
2 Athinoula A. Martinos Center for Biomedical Imaging

Massachusetts General Hospital, Harvard Medical School, Boston, MA.
fischl@nmr.mgh.harvard.edu

Abstract. Estimating statistical significance of detected differences be-
tween two groups of medical scans is a challenging problem due to the
high dimensionality of the data and the relatively small number of train-
ing examples. In this paper, we demonstrate a non-parametric technique
for estimation of statistical significance in the context of discriminative
analysis (i.e., training a classifier function to label new examples into one
of two groups). Our approach adopts permutation tests, first developed
in classical statistics for hypothesis testing, to estimate how likely we
are to obtain the observed classification performance, as measured by
testing on a hold-out set or cross-validation, by chance. We demonstrate
the method on examples of both structural and functional neuroimaging
studies.

1 Introduction

Image-based statistical studies typically compare two or more sets of images
with a goal of identifying differences between the populations represented by the
subjects in the study. For example, the shape of subcortical structures or the
cortical folding patterns in the scans of schizophrenia patients would be com-
pared to a set of brain images of matched normal controls to test a particular
hypothesis on the effects of the disease on the brain. The analysis starts with a
feature extraction step that creates a numerical representation of the example
images in a form of feature vectors, followed by statistical analysis that gener-
ates a description of differences between the two groups and an estimate on how
well the detected differences will generalize to the entire population. The high
dimensionality of the feature space and the limited number of examples place
this problem outside the realm of classical statistics. The solutions used today
in most studies simplify the analysis either by reducing the description of the
anatomy to a single measurement, such as the volume of the hippocampus, or
by considering every feature separately, for example, comparing cortical thick-
ness at every location on the cortical surface independently of its neighbors. The
former sacrifices localization power, while the latter ignores potential dependen-
cies among the features, making integration of the individual statistical tests



very difficult. An alternative approach demonstrated recently in several studies
of neuroanatomy and function is to train a classifier function for labeling new
examples [2, 9, 10, 13, 14]. It is based on a presumption that if a classifier function
can label new examples with better than random accuracy, the two populations
are indeed different, and the classifier implicitly captures the differences between
them. The training algorithm does not have to assume independence among fea-
tures and therefore can discriminate between the two groups based on the entire
ensemble of highly localized features1.

This approach to statistical analysis uses the classifier performance as a mea-
sure of robustness of the detected differences, or of dissimilarity of the popula-
tions in question. We can estimate the expected accuracy of the classifier by
testing it on a separate hold-out set, as the average test error is an unbiased
estimator of the expected performance, but the small size of the test set is typi-
cally insufficient for the variance of this estimator to be low enough to lead to a
useful bound on how close we are to the true expected error [12]. Furthermore,
the total number of available examples might be so small that we have to re-
sort to cross-validation, such as bootstrap or jackknife procedures, in order to
estimate the expected accuracy [4]. Unfortunately, the cross-validation trials are
not independent and therefore do not allow variance estimation at all without
extensive modeling of the dependence of errors in the cross-validation trials2.
Thus, neither testing nor cross-validation provides satisfactory estimates on how
close the observed test error to the true expected error of the trained classifier.
Furthermore, the high dimensionality of the data often renders many theoretical
bounds based on the complexity of the data or that of the classifier useless.

In this paper, we demonstrate how permutation tests [11] can provide a
weaker guarantee, namely that of statistical significance. This approach effec-
tively reformulates the question on the differences between the populations, as
measured by the classifier performance, in the traditionally used framework of
hypothesis testing. Intuitively, it provides a guarantee on how likely we were to
obtain the observed test accuracy by chance, only because the training algorithm
identified some pattern in the high-dimensional data that happened to correlate
with the membership labels as an artifact of a small data set size. Permutation
tests were originally developed in statistics for testing whether the observed dif-
ferences between two data sets, as measured by a particular statistic, are likely
to occur under the null hypothesis that assumes that the two distributions that
generated the data are identical. Since the test does not assume a generative
model for the data to derive the distribution of the statistic under the null hy-
pothesis, but rather estimates it empirically, it is applicable to a wide range of
problems. We apply permutation tests to the classification setting by using the

1 Examples of training algorithms used in this domain include Fisher Linear Discrim-
inant, its generalization to two arbitrary Gaussian distributions, Support Vector
Machines and others.

2 While the mean of the set of cross-validation error measurements is an unbiased esti-
mate of the expected error, the variance of the set is an overly optimistic estimate of
the unknown variance of the cross-validation estimator for most training algorithms.



estimated classifier accuracy as a statistic that measures how different the two
classes are. The null hypothesis is that the selected family of classifiers cannot
learn to predict labels based on the given training set. The test estimates the
statistical significance of the classifier by estimating the probability of obtaining
the observed classification performance under the null hypothesis.

In the next section, we provide the necessary background on hypothesis test-
ing and permutation tests. In Section 3, we explain how to estimate statistical
significance of a classifier function, followed by several experimental examples in
Section 4 and discussion and conclusions. Before we proceed, it is worth mention-
ing that permutation tests have been used previously in neuroimaging studies
to estimate statistical significance of individual voxels or clusters of voxels, both
in anatomical studies [1, 16] and for signal detection in fMRI [15]. We explain
the differences between such use of permutation tests and the work presented
in this paper in Section 3.1. We believe permutation testing is a little known
statistical tool that many other researchers in this community will find useful in
their work.

2 Background. Hypothesis Testing

In two-class comparison hypothesis testing, the differences between two data
distributions are measured using a data set statistic, which is a function

T : (Rn × {−1, 1})∗ 7→ R,

such that for a given data set {(xk, yk)}l
k=1, where xk ∈ R

n are observations and
yk ∈ {−1, 1} are the corresponding class labels, T (x1, y1, . . . ,xl, yl) is a measure
of how similar the subsets {xk|yk=1} and {xk|yk=−1} are. The null hypothesis
typically assumes that the two classes have identical data distributions,

∀x : p(x|y=1) = p(x|y=−1).

The goal of the hypothesis testing is to reject the null hypothesis at a certain
level of significance α, which defines the maximal acceptable probability of false
positive (declaring that the classes are different when the null hypothesis is
true). For any value of the statistic, the corresponding p-value is the highest
level of significance at which the null hypothesis can still be rejected. In classical
statistics, the data are often assumed to be one-dimensional (n = 1), but any
multi-variate statistic T can be used in this fairly general framework.

For example, in the two-sample t-test, the data in the two classes are assumed
to be generated by one-dimensional Gaussian distributions of equal variance.
The null hypothesis furthermore assumes that the distributions have the same
mean. The probability density of the so-called t-statistic, equal to the difference
between the sample means normalized by the standard error, under the null
hypothesis is the well known Student distribution [17]. If the integral of the
Student distribution over the values higher than the observed t-statistic is smaller
than the desired significance level α, we reject the null hypothesis in favor of the
alternative hypothesis that the means of the two distributions are different.



In order to perform hypothesis testing, we need to know the probability dis-
tribution of the selected statistic under the null hypothesis. Unfortunately, de-
riving a parametric distribution for a particular statistic requires making strong
assumptions on the generative model of the data. Consequently, non-parametric
techniques, such as permutation tests, can be of great value if the distribution
of the data is unknown.

2.1 Permutation Tests

Suppose we have chosen an appropriate statistic T and the acceptable signifi-
cance level α. Let {(xk, yk)}l

k=1 be the set of examples, and Zl be a set of all
permutations of indices 1, . . . , l. The permutation test procedure that consists
of M iterations is defined as follows:

– Repeat M times (with index m = 1 to M):
• sample a permutation zm from a uniform distribution over Zl,
• compute the statistic value tm = T (x1, yzm

1
, . . . ,xl, yzm

l
).

– Construct an empirical cumulative distribution

P̂ (T ≤ t) =
1
M

M∑

m=1

Θ(t − tm),

where Θ is a step-function (Θ(x) = 1, if x ≥ 0; 0 otherwise).
– Compute the statistic value for the actual labels, t0 = T (x1, y1, . . . ,xl, yl)

and its corresponding p-value p0 under the empirical distribution P̂ .
– If p0 ≤ α, reject the null hypothesis.

The procedure computes an empirical estimate of the cumulative distribution
of the statistic T under the null hypothesis and uses it for hypothesis testing.
Since the null hypothesis assumes that the two classes are indistinguishable
with respect to the selected statistic, all the training data sets generated through
permutations are equally likely to be observed under the null hypothesis, yielding
the estimates of the statistic for the empirical distribution. An equivalent result
is obtained if we choose to permute the data, rather than the labels, in the
procedure above. Ideally, we would like to use the entire set of permutations
Zl to construct the empirical distribution P̂ , but it might be not feasible for
computational reasons. Instead, we resort to sampling from Zl. It is therefore
important to select the number of sampling iterations M to be large enough to
guarantee accurate estimation. One solution is to monitor the rate of change in
the estimated distribution and stop when the changes are below an acceptable
threshold.

To better understand the difference between the parametric approach of the
t-test and the permutation testing, observe that statistical significance does not
provide an absolute measure of how well the observed differences between the
sample groups will generalize, but it is rather contingent upon certain assump-
tions about the data distribution in each class p(x|y) being true. The t-test



assumes that the distribution of data in each class is Gaussian, while the per-
mutation test assumes that the data distribution is adequately represented by
the sample data. Neither estimates how well the sample data describe the gen-
eral population, which is one of the fundamental questions in statistical learning
theory and is outside the scope of this paper.

3 Statistical Significance in Classification

The permutation tests can be used to assess statistical significance of the classi-
fier and its performance using the test error as a statistic that measures dissimi-
larity between two populations. Depending on the amount of the available data,
the test error can be estimated on a large hold-out set or using cross-validation
in every iteration of the permutation procedure. The null hypothesis assumes
that the relationship between the data and the labels cannot be learned reliably
by the family of classifiers used in the training step. The alternative hypothesis
is that we can train a classifier with small expected error.

We use the permutations to estimate the empirical cumulative distribution
of the classifier error under the null hypothesis. For any value of the estimated
error e, the appropriate p-value is P̂ (e) (i.e., the probability of observing classi-
fication error lower than e). We can reject the null hypothesis and declare that
the classifier learned the (probabilistic) relationship between the data and the
labels with a risk of being wrong with probability of at most P̂ (e).

To underscore the point made in the previous section, the test uses only the
available data examples to evaluate the complexity of the classification prob-
lem, and is therefore valid only to the extent that the available data set repre-
sents the true distribution p(x, y). Unlike standard convergence bounds, such as
bounds based upon VC-dimension, the empirical probability distribution of the
classification error under the null hypothesis says nothing about how well the
estimated error rate will generalize. Thus permutation tests provide a weaker
guarantee than the convergence bounds, but they can still be useful in testing if
the observed classification results are likely to be obtained by random chance.

Note that the estimated empirical distribution also depends on the classifier
family used in the training step. It effectively estimates the expressive power
of the classifier family with respect to the training data set. The variance of
the empirical distribution P̂ constructed by the permutation test is in inverse
relationship with the difficulty of the classification problem. Consequently, the
same accuracy value is more likely to be significant for more complex problems
because a classifier trained on the permuted data set is unlikely to perform well
on the test set by chance.

3.1 Related Work

As we mentioned in the introduction, permutation tests have been used before
in statistical studies of neuroanatomy and function [1, 15, 16]. In such studies,
the anatomical labels or the functional signal intensity in each voxel were tested



for significance and the permutation tests were used to replace the Student
distribution with the non-parametric distribution that was constructed for each
pixel separately from the images. Consequently, this approach addresses the
concern that the value distribution at each voxel was not necessarily Gaussian
under the null hypothesis. In addition, non-parametric tests were derived for
identifying statistically significant spatially contiguous clusters of voxels that
exceeded a particular threshold. Testing for clusters of voxels implicitly accounts
for dependencies among the values in neighboring voxels and therefore represents
an important advance towards global significance assessment.

Our approach extends the non-parametric testing of statistical significance
to the entire ensemble of the features extracted from the images by utilizing the
classification framework to measure the predictive power of the feature set with
respect to the given labels.

4 Example Applications

We illustrate the use of permutation testing in application to two different exam-
ples: a study of changes in the cortical thickness due to Alzheimer’s disease and
a comparison of brain activation, as measured by fMRI, in response to different
visual stimuli.

In all experiments reported in this section, we used linear Support Vector
Machines [19] to train a classifier3, and jacknifing (i.e., sampling without re-
placement) for cross-validation. The number of cross-validation iterations was
1,000, and the number of permutation iterations was 10,000. All data sets, both
training and testing, were perfectly balanced, containing equal number of exam-
ples from each class.

4.1 Cortical Thickness Study

In this study, we compare the thickness of the cortex in 50 patients diagnosed
with dementia of the Alzheimer type (DAT) and 50 normal controls of matched
age. The gray/white matter interface and the pial surface were automatically
segmented from each MRI scan [3, 7, 8], followed by a registration step that
brought the surfaces into correspondence by mapping them onto a unit sphere
while minimizing distortions and then non-rigidly aligning the cortical folding
patterns [5, 6]. The cortical thickness was densely sampled at the corresponding
locations for all subjects. And while visualization of the detected differences
and understanding the physiological implications of the detected differences is
of great interest and is the topic of our current research, we limit our report here
to the statistical guarantees that are the focus of this paper.

We first study the classification error with the goal of identifying a sufficient
training set size for reliable detection of differences between the two groups. We
3 A linear classifier function f(x) = 〈x.w〉+b, where w is the normal to the separating

hyperplane, also called a projection vector, and b is the offset.
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Fig. 1. Cross-validation error (left) and statistical significance (right) for the cortical
thickness study for different training set size N and test set size K.

gradually increase the training set size and estimate the test error and statistical
significance, reported in Figure 1. Every point in the plots is characterized by
the corresponding training set size N and test set size K. For each such pair,
we ran 1,000 iterations of cross-validation, selecting randomly N + K examples
from the original data set (N/2 + K/2 from each group), used N examples to
train a classifier and the remaining K examples to test it. The graph on the left
shows the average test error over 1,000 cross-validation iterations. By examining
the plots, we conclude that at approximately N = 40, the performance saturates
at 71% (e = 0.29). In addition, we ran 10,000 iterations of permutations. In each
iteration, we randomly selected N + K examples, arbitrarily relabeled them,
while maintaining an even distribution of labels, and performed 1,000 iterations
of the cross-validation procedure (training on N examples and testing of the
remaining K examples) on this newly labeled data set. The graph on the right
shows p-values estimated for various training and test set sizes.

It is not surprising that increasing the number of training examples improves
the robustness of classification as exhibited by both the accuracy and the sig-
nificance estimates. Increasing the number of independent examples on which
we test the classifier in each iteration does not significantly affect the estimated
classification error, but substantially improves the statistical significance of the
same error value, as can be seen in Figure 1. This is to be expected: as we in-
crease the test set size, a classifier trained on a random labeling of the training
data is less likely to maintain the same level of testing accuracy.

Figure 2 illustrates this point for a particular training set size of N = 40. It
shows the empirical distribution P̂ (e) curves for the test set sizes K = 10, 20, 40.
The right graph zooms on the small framed area on the left graph. The filled
circles represent classification performance on the true labels and the corre-
sponding p-values. We note again that the three circles represent virtually same
accuracy, but substantially different p-values. For this training set size, if we set
the significance threshold at α = 0.05, testing on K = 20 examples is sufficient
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Fig. 2. Empirical distribution P̂ (e) of the classifier error estimated using permutation
tests in a cross-validation procedure (left); the small framed area of the graph is shown
at higher resolution on the right. The size of the training set in all experiments is
N = 40. Filled circles indicate the classifier performance on the true labels for the
corresponding training and test set sizes (N = 40, K = 10: e = 0.30, P̂ (e) = 0.17;
N = 40, K = 20: e = 0.29, P̂ (e) = 0.05; N = 40, K = 40: e = 0.29, P̂ (e) = 0.007).

to establish significance. Testing on K = 40 independent leads to p < 0.007,
achieving significance under a much more strict threshold of α = 0.01.

To gain an additional insight into these results, let’s consider the classical
situation of two-sided t-testing, with the data generated by two one-dimensional
Gaussian densities. Our goal is to test the null hypothesis that postulates that the
two distributions have identical means. There are two factors affecting statistical
significance: the distance between the means and the amount of data we have
to support it. We can achieve low p-values in a situation where the two classes
are very far apart and we have a few data points from each group, or when
they are much closer, but we have substantially more data. P-value by itself
does not indicate which of these two situations is true. Using discriminative
analysis allows us to estimate how far apart the two classes are4, in addition to
establishing statistical significance of the detected differences.

4.2 Categorical Differences in fMRI Activation Patterns

This experiment compares the patterns of fMRI activations in response to dif-
ferent visual stimuli in a single subject. We present the results of comparing
activations in response to face images to those induced by house images, as
these categories are believed to have special representation in the cortex. The
comparison used 15 example activations for each category (for details on data
acquisition, see [18]). The fMRI scans were aligned to the structural MRI of
the same subject using rigid registration. For each scan, the cortical surface was
4 In this particular study, the classification accuracy saturates at 71%, indicating there

is a substantial overlap between the two classes.
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Fig. 3. Cross-validation error (left) and statistical significance (right) for two different
feature sets in the fMRI study.

extracted using the same techniques as in the study of cortical thickness, and
the average activation values were sampled along the cortical surface. A surface-
based representation models the connectivity of the cortex and is therefore well
suited for studies of fMRI activation of cortical regions.

First, we used all voxels in the fMRI scan to perform the comparison between
the two categories. We then repeated the experiments with only the “visually
active” region of the cortex. The mask for the visually active voxels was obtained
using a separate visual task. The goal of using the mask was to test if removing
irrelevant voxels from consideration improves the classification performance.

When the training and the test set sizes were varied in this experiment, we
observed similar trends in the test error and significance behavior to those dis-
cussed in the previous section. This study contains substantially fewer examples
than the previous one, forcing us to work with smaller test sets. Here, we report
the results for the test set size K = 6, as it was the smallest test set size for
which we we could demonstrate statistical significance and it allows testing over
a wider range of training set sizes. Figure 3 reports the accuracy and the p-value
estimates for both feature sets. As expected, reducing the feature set to locations
relevant to the visual pathways increases the classification accuracy and statisti-
cal significance of the detected differences. For example, for training size N = 20,
using the entire cortex yields 93% accuracy (e = 0.07, p < 0.05), while using only
visually active voxels improves the accuracy to 100% (e = 0, p < 0.02).

In contrast to the cortical thickness study, we achieve statistical significance
with substantially fewer training and testing examples in this experiment. The
two classes in this study are so far apart in the feature space that the learning
problem is much easier, requiring fewer examples to achieve robust detection.

One way to visualize the detected differences is to display the projection
vector w. Each original feature xi is assigned weight wi by the training algo-
rithm. The magnitude of the weight is indicative of the predictive power of the
corresponding feature. We can visualize w by displaying it in the same way we



Fig. 4. Weight maps for the face class (positive class) in comparison with the house
class (negative class). The six views show (top-to-bottom) lateral, medial and inferior
views of the left and the right hemispheres. The color is used to indicate the weight of
each voxel, from light blue (negative) to yellow (positive).

visualize the original feature vectors xk. Figure 4 and Figure 5 show the two
feature sets in the fMRI study by paining the weights wi onto the inflated corti-
cal surface. The grayscale pattern shows cortical folding, while the color is used
to indicate the magnitude and the sign of the weights. The weights have been
thresholded for visualization purposes, leaving only the areas of high weighting
painted. If used on “visual only” set of features, the method produces a map
that is very similar to the corresponding subset of the one for the entire cortex,
indicating robustness of the estimation. One of our current goals is to develop an
automated feature selection mechanism capable of detecting relevant locations
and reducing the feature set to include just those areas.

5 Conclusions

In this paper, we adapt the permutation tests for estimation of statistical sig-
nificance of a classifier function. We demonstrate the tests on several examples
of neuroimaging studies comparing two or more sets of anatomical or functional
scans. The test is useful in experiments for which the standard convergence
bounds fail to produce meaningful guarantees due to the high dimensionality of
the input space and the extremely small sample size. We hope other researchers



Fig. 5. Weight maps for the face class (positive class) in comparison with the house
class (negative class) using just the visually active area of the cortex (posterior). The
boundary of the “visually active” mask is shown in yellow. The six views show (top-to-
bottom) lateral, medial and inferior views of the left and the right hemispheres. The
color is used to indicate the weight of each voxel, from light blue (negative) to yellow
(positive).

in the community will find the technique useful in assessing statistical significance
of observed results when the data are high dimensional and are not necessarily
generated by a normal distribution.
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