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a b s t r a c t 

In previous research on dementia discrimination by voice, a method using multiple acoustic fea- 
tures by machine learning has been proposed. However, they do not focus on speech analysis in 
mild dementia patients (MCI). Therefore, we propose a dementia discrimination system based on 
the analysis of vowel utterance features. The analysis results indicated that some cases of demen- 
tia appeared in the voice of mild dementia patients. These results can also be used as an index for 
future improvement of speech sounds in dementia. Taking advantage of these results, we propose 
an ensemble discrimination system using a classifier with statistical acoustic features and a Neural 
Network of transformer models, and the F-score is 0.907, which is better than the state-of-the-art 
methods. 

 

 

 

 

 

 

 

 

 

 

 

1. Introduction 

According to the WHO report, dementia cases worldwide will increase by to 130 million by 2050 [ 1 ]. Furthermore, global health
care costs for dementia are estimated to exceed $2 trillion by 2030 [1] . Dementia changes trigger a decline in thinking skills, also
known as cognitive abilities, severe enough to impair daily life and independent function [2–5] . They also affect behaviour, feelings,
and relationships. Therefore, dementia is a significant problem for modern healthcare [6] . 

However, no treatment for dementia has been established [7] . Treatment of dementia is more effective when started early and
maintaining good health for a long time [8] . Thus, early identification of the cause is essential. The questionnaire method is generally
used for present dementia screening. In particular, the Mini-Mental State Examination (MMSE) is the most used test method globally
[9] . During the MMSE, a health professional asks a patient a series of questions designed to test a range of everyday mental skills. The
maximum MMSE score is 30 points. A score of 27–30 suggests Normal Controls (NC), 22–26 suggests mild dementia (MCI), and less
than 21 indicates severe dementia (AD) [10] . However, this method requires 10–15 min with a doctor and a clinical psychologist,
which puts a burden on hospitals and test subjects. As a method for discriminating dementia from speech at present, a method for
extracting speech features and discriminating using machine learning is reported. Other works, such as Random Forest [11] and 
1DCNN-LSTM [12] are proposed. 

In this way, discriminative methods using statistically compressed multiple acoustic features such as LLD have been the mainstream
of research, but few studies have focused on speech analysis of older people with dementia tendencies. 
MCI, Mild dementia patients; NC, Normal controls. 
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It can also help people with dementia improve voice quality by analysing their speech. Thus, we propose a dementia discrimination
system that clarifies the speech characteristics of patients with mild dementia (MCI) that have not yet been analysed and incorporates
them. 

2. Related works 

Recently, there has been much research on the discrimination of dementia using a machine learning model. 

2.1. Discrimination of dementia using machine learning 

There have been many studies on the discrimination of dementia speech by machine learning in recent years. Higuchi et al.
[13] divided 45 subjects into MCI and NC groups based on MMSE scores, analysed 6552 features from openSMILE’s library [14] ,
performed principal component analysis, and created a discriminator with reduced features, and achieved a discrimination rate of 
78% from logistic regression. Xue et al. conducted 5-segment cross-validation by training 1264 pieces of conversational speech data
for an average of 73 min on a CNN model as 1-dimensional raw data. As a result, an F- value of 0.742 ± 0.033 was achieved [15] .
Xue et al. also reported that 5 division cross-validation with the LSTM model using similar speech data resulted in a F-value of
0.596 ± 0.047. 

2.2. Speech analysis of people with dementia 

Meghanani et al. constructed pBLSTM-CNN and ResNet-LSTM models and reported that MFCC and log-Mel spectrogram, which 
are acoustic features of vocal tract characteristics, and has root means square errors (RMSE) with 5.9 [16] . The results beat the
baseline accuracy (62.5%) and RMSE (6.14) reported for acoustic features on the ADReSS challenge dataset. It suggests that log-Mel
spectrograms and MFCCs are valuable features for the AD recognition problem. Kurokawa et al. collected speech data by recording
the reading speech of older people aged 60 years or older (approximately 9.2 h) and collecting HDS-R answers and analyzed acoustic
characteristics by t -test. As a result, it was confirmed that there were significant differences between NC and MCI in speaking speed,
silence time, and silence insertion number [17] . 

3. Analysis of MCI’s acoustic features 

In Sections 1 and 2 , we discussed the importance of analyzing dementia speech. Therefore, the purpose of this section is to clarify
the speech characteristics of MCI that have not yet been analyzed. In this study, We analyzed the acoustic features of MCI and NC in
phoneme units, which are the smallest units of speech and, analyzed vowel sounds (/ a /, /i /, /u /, /e /, /o /) among phonemes in
this work. 

3.1. Acoustic features 

Phonology consists of articulatory phonetics, acoustic phonetics, and auditory phonetics. We analyzed the acoustic features of NC 

and MCI from three academic viewpoints. 
MFCC : MFCC is an acoustic analysis method based on auditory filters and is mainly used in speech recognition. It uses the

logarithmic power of the fractionated filter bank to represent the power spectrum in a small order efficiently. Similarly, the filter of
the trigonometric function arranged at equal intervals along the Mel scale is applied to examine the low-frequency part finely and the
high-frequency part roughly by the characteristics of human hearing. The number of trigonometric functions indicates the number 
of channels in the filter bank [ 18 , 19 ]. The MFCC of 12 dimensions was calculated and analyzed for each dimension in this work. 

F0 : We use the vocal apparatus from the throat to the lips to make a voice. Especially for the vocal cords, if the tension of the
vocal cords is enormous and the air pressure from the lungs is high, the opening and closing cycle of the vocal cords, that is, the
oscillation cycle is shortened, and the pitch of the sound source is raised. This oscillation period is called the fundamental period,
and the reciprocal is called F0. It corresponds to the pitch of the voice [20] . We performed F0 analysis by autocorrelation method. 

Formant frequency : Formant frequencies are the multiple peaks found on the spectral envelope of a speech waveform, which can
be used to analyze the vocal tract information of the speech. In this work, the peak points of the spectrum obtained from LPC analysis
are defined as formant frequencies, and only the second-order is treated as F1 and F2, starting from the lowest order [21] . Regarding
formant frequencies, in speech engineering, it is generally said that F1 is correlated with the mouth opening and F2 with the tongue
position. 

Jitter : Jitter is a numerical representation of pitch fluctuations in acoustics. The speech waveform is expressed by a combination
of sine curves of various frequencies and amplitudes, and it has a roughly periodic waveform. When this repetition is made to be one
cycle, the cycle may be disturbed. The numerical result of this turbulence is Jitter. In this study, localJitter and PPQ5 were analyzed.
Next, we will describe a specific calculation method. localJitter is the absolute difference between the periods of adjacent cycles [22] .
The following formula calculates it.: 

𝑙 𝑜𝑐𝑎𝑙 𝐽𝑖𝑡𝑡𝑒𝑟 ( 𝑠𝑒𝑐𝑜𝑛𝑑 ) = 

∑𝑖 = 2 𝑁 

|𝑇 𝑖 − 𝑇 𝑖 −1 |
( 𝑁−1 ) 

(1) 
22 



K. Nishikawa, K. Akihiro, R. Hirakawa et al. Cognitive Robotics 2 (2022) 21–29 

Table 1 

Dataset details. 

Number ofPeople Age MMSE 

ALL Ave 80 65.2 28.4 
Std – 16.1 1.64 

NC Ave 30 48.8 28.9 
Std – 15.8 1.64 

NC(70 s) Ave 37 75.2 29.1 
Std – 3.08 0.69 

MCI(70 s) Ave 13 74.3 25.9 
Std – 2.81 0.99 

Table 2 

Vowel data numbers. 

/a/ /i/ /u/ /e/ /o/ 

NC (70 s) 45 48 26 38 42 
MCI (70 s) 43 44 30 43 47 
Total 88 92 56 81 89 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

𝑇 𝑖 is the duration of the i th cycle, and N is the number of cycles. PPQ5 is the periodic fluctuation for five consecutive cycles. First,
absPPQ5 is defined [23] . 𝑇 𝑖 is the duration of the i th cycle, and 𝑁 is the number of cycles. 

𝑎𝑏𝑠𝑃 𝑃 𝑄 5 ( 𝑠𝑒𝑐𝑜𝑛𝑑𝑠 ) = 

𝑁−2 ∑
𝑖 =3 

|||||𝑇 𝑖 − 
( 𝑇 𝑖 −2 + 𝑇 𝑖 −1 + 𝑇 𝑖 + 𝑇 𝑖 +1 + 𝑇 𝑖 +2 ) 

5 

|||||
( 𝑁−4 ) 

(2) 

The average cycle is then defined as follows: 

𝑚𝑒𝑎𝑛𝑃 𝑒𝑟𝑖𝑜𝑑 ( 𝑠𝑒𝑐𝑜𝑛𝑑 ) = 

𝑁 ∑
𝑖 =1 

𝑇 𝑖 

𝑁 

(3) 

Finally, the PPQ5 is calculated by the following equation. 

𝑃 𝑃 𝑄 5 = 

𝑎𝑏𝑠𝑃 𝑃 𝑄 5 ( 𝑠𝑒𝑐𝑜𝑛𝑑 ) 
𝑚𝑒𝑎𝑛𝑃 𝑒𝑟𝑖𝑜𝑑 ( 𝑠𝑒𝑐𝑜𝑛𝑑 ) (4) 

Shimmer : Shimmer is a numerical representation of the fluctuations in loudness, specifically the differences in amplitude between
adjacent periods. A similar principle is obtained by substituting the amplitude for the period of Jitter [24] . 

HNR : HNR is the ratio of harmonic component and noise component of the speech waveform. It is widely used as an indicator of
the degree of hoarseness. When the harmonic component of the speech waveform is A%, and the noise component is B%, the HNR is
obtained by the following equation [25] . 

𝐻 𝑁 𝑅 = 10 𝑙𝑜 𝑔 10 
(
𝐴 

𝐵 

)
(5) 

3.2. Experiment method 

Dataset : We utilized the elderly corpus with the control group [26] . It involves three tasks for participants and consists of speech,
the transcribed text, and MMSE scores. Based on the MMSE results, participants with a score of 23 or more and 27 or less are defined
as MCI, and the rest of the elderly is defined as Normal Controls (NC). Table 1 show more detail for the dataset. 

Preprocess : We analyzed the voice data of 16 people from the dataset. The 16 patients consisted of 6 MCI in their 70 s (3 male and
three female) and 10 NC (5 male and five female). As mentioned above, vowels are analyzed in this research. Therefore, phoneme
segmentation processing was performed using a speech analysis tool, Audacity [27] , while visually confirming the waveform. As a
result, the number of data shown in Table 2 was obtained for each vowel. We did not use values outside the quartile range or the
normal range. 

Evaluation : We conducted a t -test to investigate the significance of each feature. To visualize the formant difference between MCI
and NC, we plotted the formant area of the five vowels on a two-dimensional coordinate system, with F1 on the horizontal axis and
F2 on the vertical axis, for each speaker. In general, the smaller the formant area, the lower the intelligibility of the voice [28] . 

3.3. Experiment result and consideration 

Result of the t-test : Table 3 shows only the feature values with significant differences in the t -test of MFCCs, and Fig. 1 shows the
power of the MFCC by dimension. MFCCs mainly were significantly different for higher orders (7d-12d). MFCCs of higher orders are
generally used for emotion estimation. Since emotional flattening has been reported as a symptom of dementia [29] , it is possible
that this feature appeared ( Table 4 ). Table 4 shows only the feature values with significant differences in the t -test. F0 was the
feature quantity of the voice height, and MCI tended to be lower to confirm the significance. The tension of the laryngeal muscles
23 
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Table 3 

Evaluation results of each feature quantity. 

Featurequantity vowel 
NC MCI 

t -testvalue Ave std ave std 

F0 mean /i/ 166.9 12.68 154.3 12.17 2.783 ∗∗ 

/e/ 153.4 18.88 138.2 17.61 2.468 ∗ 

F0 std /u/ 3.222 1.440 1.832 0.417 3.075 ∗∗ 

localJitter /o/ 0.020 0.005 0.027 0.008 − 2.299 ∗ 

PPQ5 

Jitter 

/o/ 0.007 0.002 0.013 0.005 − 3.442 ∗∗ 

Local 

Shimmer 

/a/ 0.122 0.031 0.095 0.016 2.604 ∗∗ 

/u/ 0.140 0.043 0.077 0.013 4.651 ∗∗∗ 

APQ5 

Shimmer 

/a/ 0.059 0.017 0.042 0.003 2.612 ∗∗ 

/o/ 0.075 0.018 0.048 0.005 3.969 ∗∗ 

HNR /a/ 5.282 1.063 7.942 2.094 − 4.567 ∗∗∗ 

/u/ 12.57 1.551 14.50 1.551 − 2.910 ∗∗ 

/o/ 9.705 1.525 11.05 1.916 − 2.137 ∗ 

∗ 𝜕< 0.05,. 
∗∗ 𝜕< 0.01,. 
∗∗∗ 𝜕< 0.001. 

Fig. 1. MFCC power of NC and MCI. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

generally produces a high-pitched voice [30] . People with a tendency to dementia may have weakened it. MCI tended to be higher
than Jitter when a significant difference was confirmed in Jitter. People who tend to have dementia may have more disturbed voice
cycles. It may be due to articulatory dysfunction, a symptom of dementia [31] . Shimmer found that NC tended to have higher values
for significant differences. People with a tendency to dementia may have a minor disturbance of voice amplitude. This result needs
further investigation, considering the relationship with voice volume. The HNR values tended to be higher in the MCI group than in
the MCI group when a significant difference was confirmed. People with a tendency to dementia may have a loud, hoarse voice. In
this sample, there was no difference in the effectiveness of the feature quantity by the type of vowel. 

Results of the formant analysis : We calculated the mean formants of 5 male and five female NCs and the formants area of 3 subjects.
The results are shown in Figs. 2–4 . For subject S32 in Fig. 2 . We can see that the formant area is smaller than that of NCs. In particular,
the F1 value of /a/ is low, indicating that S32 has a low tongue position when he utters /a/. Subject S37 in Fig. 3 , it can be confirmed
that the formant area is much smaller than NCs, especially the change in the value of F1 is small, and it can be said that the change in
the position of the tongue tends to be poor when vocalizing. For subject S44 in Fig. 4 , the formant area is not significantly different
from NCs, but the formant frequency values for each vowel are small, indicating that the tongue position is generally lower. From
these results, it was found that MCI tended to lower the position of tongue movement overall compared with NC and that there were
individual differences in the degree of voice articulation. 

4. Machine learning models to detect dementia 

In the previous sections, proposals have been made using raw voice data and LLD as inputs. Meanwhile it uses dimensionally
reduced statistics as inputs, but there is a problem that input data becomes large. In addition, it is questionable whether this method
24 
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Fig. 2. The formant area of MCI (S32). 

Fig. 3. The formant area of MCI (S37). 

Fig. 4. The formant area of MCI (S44). 

25 
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Table 4 

Evaluation results of MFCC. 

Featurequantity 
NC MCI t - 

testvalue ave std ave std 

MFCC_1d − 7.961 2.264 − 6.841 2.692 − 3.282 ∗∗ 

MFCC_5d − 14.23 4.281 − 12.01 3.832 − 3.987 ∗∗∗ 

MFCC_7d − 5.655 4.233 − 3.971 2.435 − 3.562 ∗∗∗ 

MFCC_8d − 4.521 2.862 − 5.442 2.851 − 2.345 ∗ 

MFCC_9d − 5.295 2.599 − 6.216 2.441 − 2.663 ∗∗ 

MFCC_11d − 2.226 2.346 − 4.222 2.270 − 6.306 ∗∗∗ 

MFCC_12d − 5.227 2.593 − 3.685 2.083 − 4.785 ∗∗∗ 

∗ p < 0.05,. 
∗∗ p < 0.01,. 
∗∗∗ p < 0.001. 

Fig. 5. An overview of the proposed method. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

is effective for the dementia discrimination model because it only applies the machine learning technique, which has been used
widely. We propose a dementia discrimination model based on the results of Section 3 . 

4.1. Proposed machine learning models 

We propose an ensemble dementia discrimination model that combines acoustic features, for which significant differences were 
confirmed in the previous chapter, and image processing, which has seen remarkable development in recent years. An overview of
the proposed discrimination models is shown in Fig. 5 . Initially, the input voice is a verbal response to a commonly used dementia
test. We extract the acoustic features of 192 vectors based on the input speech. Furthermore, since significant differences were found
in the higher dimensions of MFCCs in the previous chapter, the waveform images of log-Mel spectrograms were output before being
converted to MFCCs for the further abstraction of the features. The Acoustic feature extractor uses various machine learning models
to discriminate. The output is the weight of the input prediction. The image feature extractor uses a deep learning model specialized
for image processing to perform discrimination. SoftMax is used as the output layer. Finally, these outputs are weighted to produce
the dementia probability. In this study, we obtained the probability of dementia by using the weight of the Acoustic feature extractor
as 30% and the weight of the image feature extractor as 70%. Finally, the threshold for evaluation by machine learning is set at 50%.

Acoustic features : We built an extractor and calculated the statistics of the acoustic features for which a significant difference by
t -test was confirmed in the previous experiment. The extractor takes an audio frame every 20 ms and shifts it every 10 ms, and 192
feature vectors per audio data. The list of features and statistics is shown in Tables 5 and 6 . 

Acoustic feature extractor : In this extraction part, a machine learning model using one-dimensional statistics as an input is used. In
this study, models of SVM (linear), Random Forest, and lightGBM were constructed for validation. These were made with skit-learn of
python module [32] . SVM is a method of constructing a two-class pattern discriminator using linear input elements. The parameters
of the linear input elements are learned from the training samples with the criterion of finding the margin-maximizing hyperplane
that maximizes the distance to each data point [33] . Random Forest is an ensemble learning algorithm using a decision tree as a weak
learner and is used for classification, regression, and clustering [34] . 
26 
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Table 5 

Evaluation results of each feature quantity. 

Acoustic features Description 
F0 Fundamental frequency computed from the cepstrum 

Jitter Temporal fluctuation of speech waveform 

Shimmer Fluctuation in the amplitude of a speech waveform 

HNR Signal to noise ratio of the audio signal 
MFCC The spectral outline that reflects human auditory characteristics 
(a first-order delta coefficient of the above features) 

Table 6 

Function details. 

Functional Maximum, Minimum, Average, stddev, skewness, kurtosis 

Table 7 

Parameters for these image feature extractors. 

Items VGG16 and VGG19 ViT_16 

Image Size 224 160 
Weights ImageNet –
Epoch 120 120 
Active function Relu Sigmoid 
Learning Rate 𝑒 −4 𝑒 −4 

Gradient descent Adam Adam 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Log-mel spectrogram : The MFCCs, which showed significant differences in the previous section, emphasized vocal tract charac- 
teristics by performing discrete cosine transform. For image processing, it is necessary to grasp local features and general features.
Therefore, we extracted an image of the logarithmic melt spectrum that could be obtained before this processing. 

Image feature extractor : In this extraction section, this research was validated with several deep learning models that are widely
used in image processing. The machine learning models are VGG16, VGG19 and ViT_b16 [ 35 , 36 ]. VGG16 is a convolutional neural
network consisting of 16 layers, 13 convolutional layers, and three fully-connected layers proposed in ILSVRC (ImageNet Large Scale 
Visual Recognition Challenge) in 2014. VGG19 is a model of VGG16 with three additional convolutional layers in the middle layer.
ViT_b16 is a Transformer model that is optimized for image processing. According to this method, the computational cost of the
Transformer is about 1/4 to 1/5 of that of conventional CNN models, and the computational time has been improved. 

4.2. Experiment method 

Dataset : We experimented with the elderly corpus with the control group used in Chapter 3. Details can be found in the dataset
in Section 3.2 . 

Preprocess : We analyzed the voice data of 16 people from the dataset. The 16 patients consisted of 6 MCI in their 70 s (3 male
and three female) and 10 NC (5 male and five female). We divided each of these data into syllables of 3 s, and the missing segments
were padded with silence. As a result, 2970 NC and 2970 MCI data were obtained. The statistics of acoustic features described in the
previous section were calculated for these data, and the heat map of the log-mel spectrogram was plotted. The statistics of acoustic
features used the statistics in Table 7 obtained. The log-mel spectrum is calculated using the python module librosa [37] . 

Evaluation : We evaluated the proposed system using various classifiers. We calculated the accuracy, F-score, and AUC from the
Confusion Matrix, a metric commonly used in machine learning evaluation. We trained three classifiers, SVM (linear), Random Forest, 
and lightGBM, in terms of statistics to compare our results. These were made with skit-learn of the python module [38] . For the log-mel
spectrogram, we trained on three networks: ViT_b16 with roughly the same number of parameters, fine-tuning of VGG16 and VGG19.
The parameters for these image feature extractors are shown in Table 7 . VGG 16 and VGG 19 were used to freeze the intermediate
layer, add a dense layer to the output layer, and adjust the parameters. In VGG 16 and VGG 19, the intermediate layer was frozen,
the high-density layer was added to the output layer, and the parameter was adjusted. 

4.3. Experiment result and consideration 

We evaluated each classifier experiment by input. The experimental results are shown in Table 8 . In the case of acoustic features,
the SVM, which is a linear model, did not provide good accuracy. It indicates that a simple linear model is difficult to discriminate
in this sample. The F-score of lightGBM was 0.844, higher than that of other classifiers. Then, we calculated the essential features of
lightGBM and found that most of the ΔMFCCs were at the top of the list. It may be due to the large fluctuations in the vocal tract
component of dementia speech. When the input was a Log-mel Spectrogram, ViT_b16 had the best F value. In this experimental result,
27 
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Table 8 

Evaluation results of each feature quantity. 

Input Classifier Accuracy F-score Param 

Acoustic features 

(192 feature vectors) 

SVM(Linear) 0.657 0.657 –
Random Forest 0.723 0.720 
lightGBM 0.845 0.844 –

Log-mel 

Spectrogram 

VGG16 

(fineturning) 

0.812 0.807 91M 

VGG19 

(fineturning) 

0.877 0.876 97M 

ViT_b16 0.894 0.893 86M 

Table 9 

Evaluation results of ensemble models. 

Input(Acoustic feature + Image feature) Accuracy F-score 

SVM(Linear) + VGG16(fine turning) 0.823 0.818 
SVM(Linear) + VGG19(fine turning) 0.877 0.877 
SVM(Linear) + ViT_b16 0.904 0.904 
Random Forest + VGG16(fine turning) 0.829 0.826 
Random Forest + VGG19(fine turning) 0.872 0.872 
Random Forest + ViT_b16 0.895 0.895 
lightGBM + VGG16(fine turning) 0.860 0.858 
lightGBM + VGG19(fine turning) 0.889 0.889 
lightGBM + ViT_b16 0.907 0.907 

 

 

 

 

 

 

 

 

 

 

 

 

the Transformer model ViT_b16 performed better than the conventional CNN models VGG16 and VGG19. From the results of VGG16
and VGG19, it was confirmed that the discrimination rate was improved by deepening the middle layer. 

At last, we performed ensemble learning between each classifier. The results are shown in Table 9 . As a result, all the ensemble
models except Random Forest + VGG 19 (fine turning) improved the discrimination rate compared with the case where discrimination
was performed individually. It also achieved the higher Accuracy and F-score at lightGBM + ViT_b16. It seems to complement features
that could not be captured only by deep learning using log-mel spectrum as an input. Besides, the parameters of the deep learning
model are so large and do not change for processing time. 

5. Conclusion 

In this paper, we proposed the ensemble dementia discrimination system based on the analysis of MCI speech features. The analysis
results proved that MCI voices represent several cases of dementia, and the proposed system achieved the F-score of about 90% even
with several thousand voices. These results will provide an opportunity to improve the voice quality of dementia patients. In the
further research, we will increase the number of voice data and study the construction of a model that can reduce the parameters of
the Neural Network. 
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