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High Speed 3D Overhauser-Enhanced MRI Using
Combined b-SSFP and Compressed Sensing
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Purpose: Overhauser-enhanced MRI is a promising technique
for imaging the distribution and dynamics of free radicals. A

key challenge for Overhauser-enhanced MRI is attaining high
spatial and temporal resolution while simultaneously limiting
resonator and sample heating due to the long, high power ra-

dio-frequency pulses needed to saturate the electron
resonance.

Methods: The approach presented here embeds EPR pulses
within a balanced steady state free precession sequence.
Unlike other Overhauser-enhanced MRI methods, no separate

Overhauser prepolarization step is required. This steady-state
approach also eliminates the problem of time-varying Over-

hauser-enhanced signal and provides constant polarization in
the sample during the acquisition. A further increase in tempo-
ral resolution was achieved by incorporating undersampled

k-space strategies and compressed sensing reconstruction.
Results: We demonstrate 1 � 2 � 3.5 mm3 resolution at
6.5 mT across a 54 � 54 � 110 mm3 sample in 33 s while

sampling 30% of k-space.
Conclusion: The work presented here overcomes the main lim-

itations of Overhauser enhanced MRI as previously described
in the literature, drastically improving speed and resolution, and
enabling new opportunities for the measurement of free radicals

in living organisms, and for the study of dynamic processes
such as metabolism and flow. Magn Reson Med 71:735–745,
2014. VC 2013 Wiley Periodicals, Inc.
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Imaging of free radicals has been used to investigate a
number of important physiological processes such as the
mapping of pO2 (1–3), free radical distribution and me-
tabolism (4–7), molecular imaging (8), and to monitor
changes in local viscosity (9,10). Magnetic resonance

imaging (MRI) is a powerful and noninvasive tool that

provides excellent anatomical detail. However, MRI is

sensitive to nuclear spins (typically 1H of water) and

cannot alone reveal spatial information about the distri-

bution of free radical species. EPR imaging (11–17)

reveals the spatial distribution of unpaired electron

spins, but requires a separate reference MRI to determine

where the free radicals are located within the sample.

While EPR imaging is a sensitive technique, images have

poor resolution due to broad EPR lines, and are usually

time-inefficient due to the usual CW acquisition strategy.

Overhauser-enhanced MRI (18–23; OMRI, also known as

proton-electron double resonance imaging) exploits the

dipolar coupling between the unpaired electron of the

free radical and the 1H nuclei of water to increase nu-

clear magnetization via dynamic nuclear polarization

(DNP) and subsequently images the enhanced nuclear spin

polarization with MRI. OMRI provides an excellent way to

image free radical species as narrow NMR line widths ena-

ble imaging using reasonable-strength encoding gradients.

OMRI also benefits from the ability to use traditional MRI

sequences, though specialized hardware is needed to drive

the electron spin resonance, and the sequences must be

modified to allow for EPR saturation pulses.
A difficulty of OMRI is the need for high power radio-

frequency (RF) to saturate the electron spins. Addition-
ally, as EPR frequencies are two orders of magnitude
higher than 1H frequencies, a high frequency resonator is
required, and this leads to high specific absorption rate
(SAR) and limited penetration depth. For these reasons,
OMRI is usually performed at a low- to intermediate
magnetic field (5,22,24) or in a field-cycled setup (4,25).
A typical field-cycled OMRI experiment begins at very
low magnetic field (�5 mT) where EPR irradiation is
applied for approximately the nuclear T1 of the sample
at the irradiation magnetic field. The magnetic field is
then quickly ramped up to the imaging field and a line
or plane of k-space data is acquired. The magnetic field
is then ramped down for EPR irradiation and repolariza-
tion because the DNP signal decays with the 1H nuclear
T1. Field-cycled OMRI helps to overcome both the hard-
ware and penetration depth challenges by reducing the
EPR frequency, but these experiments are much slower
and more complex than traditional MRI due to the need
to refresh the DNP-enhanced signal many times over the
acquisition time.

We present here a new method for 3D OMRI based on
b-SSFP at a constant field of 6.5 mT that provides up to
7-fold acceleration compared to the fastest OMRI
sequence reported in the literature (24). We further
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maintain the high acquisition efficiency of b-SSFP by
applying the Overhauser saturation pulses during the
phase encode step, eliminating the time-consuming pre-
irradiation step done in all previously reported OMRI.
Additionally, we add undersampling strategies and com-
pressed sensing (CS) techniques to increase the temporal
resolution while also reducing the total number of EPR
RF pulses. We obtain 1 � 2 � 3.5 mm3 resolution on a
54 � 54 � 110 mm3 sample in 33 s. We show that a
steady-state signal is still achieved with this new OMRI
b-SSFP sequence, and that simulations with no free pa-
rameters agree very well with the experimental results.

METHODS

OMRI Setup

A custom built, low-field MRI scanner with a biplanar
6.5 mT electromagnet (B0) and biplanar gradients was
used for all experiments and was previously described
(26) (Fig. 1a). The system was upgraded and optimized
for 1H imaging for this work resulting in improved B0

stability, higher gradient slew rates, and lower overall
noise. This effort included the use of an improved power
supply (System 854T, Danfysik, Taastrup, Denmark) for
the electromagnet with 61 ppm stability over 20 min
and 62 ppm stability over 8 h, and the addition of high-
current shielded cables throughout the system. The

scanner operates inside a double-screened enclosure
(ETS-Lindgren, St. Louis, MO) with a RF noise attenua-
tion factor of 100 dB from 100 kHz to 1 GHz.

The transfer of electron spin polarization to dipolar or
scalar coupled nuclear spins via the Overhauser effect
requires high power irradiation of the electron spin reso-
nance (27,28). A 7 cm OD, 13 cm long Alderman-Grant
coil (29,30; Fig. 1b) with guard rings to reduce sample
heating was used to saturate the electron spin resonance
of the nitroxide radical 4-hydroxy TEMPO (Sigma-
Aldrich, St. Louis, MO). The electron spin resonance is
split into three transitions by the hyperfine coupling of
the spin 1 14N nucleus (at 6.5 mT, there still exist other
transitions described by the Breit-Rabi equations but
their transition probabilities are small and ignored here;
31). As SAR scales with v2 (32–36) the EPR coil was
tuned to the low energy transition of 140.8 MHz to mini-
mize SAR. The EPR coil was placed inside a 10 cm OD,
16 cm long solenoid coil used for NMR excitation and
detection at 276 kHz (Fig. 1c). The coils were oriented
such that their B1 fields were perpendicular to each
other and to B0. Placing the NMR coil outside the ESR
coil sacrifices NMR filling factor to gain larger B1 for
electron spin saturation as our DNP signal enhancement
(defined as <Iz > =I0 where I0 is the thermal equilibrium
NMR signal and <Iz > is the DNP signal) is limited by
the available RF power.

FIG. 1. OMRI setup. Photographs of (a) the custom built 6.5 mT MR scanner with bi-planar electromagnet and gradient set inside the
shielded room, (b) the EPR (141 MHz), and (c) NMR (276 kHz) coils used for the OMRI experiments.
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A Redstone NMR console (Tecmag, Houston, TX) was
used for data acquisition and controlled the gradients
and RF channels. The console has two transmit channels
allowing for both NMR and EPR irradiation. A 100 W,
CW amplifier (BT00100-DeltaB-CW) was used for EPR
saturation and a 500 W pulsed amplifier (BT00500-
AlphaS) was used for NMR (from both Tomco Technolo-
gies, Stepney, Australia).

Phantom Design

A configurable imaging phantom was built for these
experiments. Various pieces designed to demonstrate re-
solution in three dimensions and test the ability to
resolve sharp edges in under-sampled k-space were 3D
printed in polycarbonate on a Fortus 360 mc (StrataSys,
Eden Prairie, MN). The 3D printed pieces were stacked
inside a 5.5 cm ID, 13 cm long machined polycarbonate
cylinder. The advantage of this phantom is the flexibility
to design and 3D print any desired structure for a partic-
ular experiment. The cylinder was then filled with 250
mL of 2.5 mM 4-hydroxy TEMPO solution in water, and
a leak-tight polycarbonate cap inserted. The assembled
phantom and individual pieces are shown in Figure 2.
Imaging experiments were performed in two different
phantom stacking configurations. The first stacked geom-
etry consists of two interlocking sets of a trio of step-
wise-smooth cones and was used to evaluate the 3D
character of the sequence and the minimum structure
sizes that can be resolved for round-shaped objects (Fig.
2f–i). The second configuration used more complex
structures with finer details to assess the sequence per-
formance, ability to resolve small in-plane structures,
and the results of undersampling on sharp edges (Fig.
2b–e). Fiber optic temperature probes (Luxtron,

LumaSense Technologies, Santa Clara, CA) were placed
inside the phantom and near a ring capacitor on the EPR
coil during tests of the imaging sequence to monitor sam-
ple and coil temperatures.

3D Balanced SSFP with DNP

The pulse sequence used is shown in Figure 3. It is im-
portant to note that there is no separate EPR saturation
step unlike all OMRI sequences reported in the litera-
ture. The sequence is a b-SSFP sequence with the addi-
tion of EPR (Overhauser) irradiation during the balanced
phase encode gradients. The b-SSFP excitation train con-
sists of an initial �a/2 preparation pulse immediately
followed by a train of alternating 6a excitation pulses as
previously described by Sheffler and Lehnhardt (37).
The 6a pulses are separated by TR and the time interval
between the �a/2 preparation pulse and the first a pulse
was set to 2 ms. The main benefit of using a preparation
pulse is that it prevents large fluctuations of the pre-
steady state signal that would produce image artifacts
and thus could not be used for signal acquisition (37). In
b-SSFP, the optimal flip angle a is given by cos að Þ ¼
T1=T2�1
T1=T2þ1 (37). T1 and T2 in our phantom were measured to
be 545 ms and 488 ms, respectively, which leads to an
optimal flip angle of a�90�.

Bloch simulations were performed for a sequence
without phase gradients (i.e., at the center of k-space),
both with- and without EPR irradiation to model the
buildup and time course of transverse magnetization as
well as the signal enhancement provided by DNP. The
simulations were run in MATLAB (MathWorks, Natick,
MA) using code written in-house. Input parameters to
the simulations were the measured T1 and T2 relaxation
times, the measured enhancement provided by DNP with
a 1.5 s EPR pulse (�3 � 1H T1) in a 1D spectroscopy
experiment (�44.5 fold enhancement), TR/TE¼54/27 ms
and a¼ 90�. This negative enhancement results from

FIG. 2. Photograph of (a1) the assembled OMRI phantom, (a2) a
10 mm thick internal piece, and (a3) a stack of internal pieces.

Shown in (b–h) are individual pieces of the phantom in configuration
1 (f–h) and configuration 2 (b–e). A top view of the stacked pieces

for the phantom in configuration 1 as described in the text is shown
in (i). [Color figure can be viewed in the online issue, which is avail-
able at wileyonlinelibrary.com.]

FIG. 3. Diagram of the 3D b-SSFP sequence with embedded
EPR pulses (rf EPR). N is the total number of TRs in the sequence.
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Overhauser DNP pumping into the opposite spin nuclear
ground state compared with the Boltzmann case. This
sign is important for the simulations. OMRI experiments
with these parameters, a total bandwidth BW¼ 9091 Hz,
and a 71 Hz bandwidth per pixel, were run and com-
pared with the simulations.

The 3D imaging experiment was performed initially
with full Cartesian acquisition of k-space. The sequence
was set with TR/TE¼54/27 ms, a 256 � 64 � 112 mm3

field of view, and acquisition matrix of 128 � 64 � 32,
resulting in a 2 � 1 � 3.5 mm3 voxel size. The balanced
phase gradient durations were both set to 20 ms to reach
the desired in-plane spatial resolution when the gradient
amplifiers were at maximum power. The readout dura-
tion was 14 ms with 9091 Hz bandwidth and total acqui-
sition time was 114 s for fully sampled k-space. Critical
to the success of these experiments is a very stable mag-
netic field as off-resonance effects can distort the image
and cause severe banding artifacts (37).

It should be noted that the application of EPR saturation
pulses while the gradients are on is only possible because
our maximum gradient strength is low, 0.1 gauss cm�1,
giving a spread in electron resonance frequencies across
the 5.5 cm sample (in-plane dimension) of �1.54 MHz.
The loaded Q of the EPR coil was determined using a vec-
tor network analyzer and an untuned pick up coil to mea-
sure the transmission response of the EPR coil (S21). The
measured Q of 62 corresponds to a bandwidth of
�2.3 MHz, thus the spread in electron spin frequencies
during the phase encode step is well covered.

Compressed Sensing

Most images are sparse in the sense that they can be
accurately represented with fewer coefficients than one
would assume given their spectral bandwidth (38). CS is
a framework for exploiting sparsity to reconstruct high-
fidelity MR images from undersampled k-space datasets
that do not fulfill the Nyquist sampling theorem. In CS
image reconstruction, image sparsity is enforced by trun-
cating the small coefficients of an object’s representation
in a sparse basis, typically chosen to be a wavelet trans-
form domain. During image reconstruction, the data are
transformed from k-space (the sensing basis) into the
wavelet basis via a sparsifying transform, c, taken for
this work to be the Dirichlet wavelet transform.

CS uses norms to modify the objective function that is
optimized during image reconstruction. To understand
the role of norms in the objective function, it is helpful
to recall standard Fourier reconstruction. For a discrete
image m, Fourier operator F, and k-space dataset y, the
L2-norm, jjFm� y jj2 ¼ ð

P
ijðFmÞi � yij2Þ1=2, is implicitly

used to find an image whose Fourier transform differs as
little as possible from the k-space data in the Euclidean
sense. For fully sampled data, the least squares solution
is provided by the Fourier transform. In the case of
underdetermined matrix problems (as when the k-space
data is undersampled), the L2-norm may be additionally
used to constrain image reconstruction so as to reduce
the noise (an approach known as Tikhonov regulariza-
tion). However, when the L2-norm is used in this way, it
functions as a low-pass filter, penalizing noise at the

expense of introducing bias. It does not promote image
sparsity. By contrast, the L1-norm, defined as jjxjj1 ¼P

ijxij for an arbitrary function x, has a tendency to pre-
serve edges and large coefficients, e.g., for neighboring
voxels {0,3,0} the L2-norm will tend to penalize the dif-
ference toward {1,1,1}, while the L1-norm of both cases is
the same, preserving the edge.

The ability of the L1-norm to preserve large coefficients
makes it an appealing choice for enforcing sparsity in
images (39,40). In the CS framework, the L1-norm is
applied to the wavelet transform of the image, where it nat-
urally selects the large coefficients representing image fea-
tures while reducing the small coefficients corresponding
to noise and incoherent artifacts. For additional denoising
and artifact suppression, a finite difference norm (a dis-
crete implementation of the Total Variation, or TV, norm)
is applied in the image domain (41). This norm has been
shown to preserve object edges while eliminating noise.

As shown in (42), the resulting image reconstruction
problem is expressed as a balance between the L1-norm
constraints and the L2-norm data consistency constraint:

min jjFum� y jj2 þ ajjcmjj1 þ bTV mð Þ½ �

where Fu is the undersampled Fourier transform opera-
tor, y is the undersampled k-space data, and coefficients
a and b weight the relative contributions of each norm
to the final image. A variety of algorithms are available
for minimizing this nonlinear objective function (42).
Specific details about our implementation of CS for
OMRI b-SSFP are given below.

Undersampled OMRI b-SSFP

The use of CS in MRI relies on the possibility to acquire
a priori compressed information and be able to recon-
struct the original image as if the latter was fully
sampled (42). In the context of data acquisition, this
motivates the use of undersampling. CS has been found
to work best when k-space is randomly undersampled to
produce incoherent artifacts rather than the familiar
wrap-around ghosts due to field-of-view contraction
when k-space lines are skipped in a regular coherent pat-
tern as is done in conventional parallel imaging (43). For
the images presented here, a choice was made to acquire
random lines of k-space in the phase-encode directions
(ky, kz) following a gaussian probability density function.
The readout direction was fully sampled. The standard
deviations of the sampling pattern as a fraction of the
field-of-view along y and z, ry, and rz, respectively, were
adjusted manually to preserve adequate high-frequency
information for each undersampling rate. We investi-
gated four undersampling fractions, 50, 70, 80, and 90%.
The undersampling patterns are shown in Figure 4. On
the acquisition side, this resulted in programming differ-
ent phase encode tables for each undersampled
sequence. The total acquisition time for each undersam-
pling rate is shown in Table 1. To perform image recon-
struction according to the L1-norm and the data
consistency constraints, the Sparse MRI code (http://
www.eecs.berkeley.edu/�mlustig/Software.html) was
used. This code solves the optimization problem using a
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nonlinear conjugate gradient method along with back-
tracking line-search as described in (42). The parameters
for the wavelet and image domain norms were tuned
manually to produce low-noise images with preserved
object features. The missing values in the acquired k-
space data were made identically zero. To separate out
the data into slices, a Fourier transform was performed
along the readout direction (x). Each sagittal slice of k-
space data (y–z plane) was then reconstructed by the
Sparse MRI algorithm. After all slices were recon-
structed, the resulting 3D block of image domain data
was then displayed as transverse (x–y) slices. The com-
putation time for a laptop equipped with a 2.3 GHz
quad-core processor was 4.5 min, permitting CS image
reconstruction immediately following k-space
acquisition.

RESULTS

Steady-State Signal with Embedded EPR Pulses

To understand the approach of transverse magnetization
to steady state with embedded EPR pulses in the
sequence, Bloch simulations were performed without the
phase encode gradients and compared with acquired
data. The results are shown in Figure 5. The data was
normalized such that the maximum measured signal and
the maximum simulated signal were both set to 1. The
experimental data with DNP (&) begins at thermal equi-
librium, but rapidly builds up to 30 times that of the
non-DNP data (�). This build up corresponds to the T1

relaxation time of the sample (545 ms). The signal
reaches �90% of its steady state value after 24 echoes, or
1.3 s, and the simulation is in good agreement with the
data (dashed line; not a fit).

Fully Sampled Versus Undersampled

Images of the two different phantom configurations are
shown in Figures 6 and 7 after CS reconstruction. Images
reconstructed from fully sampled k-space and from 50,
70, 80, and 90% undersampling are shown. Figure 6a,b
shows the top and center structures of the interlocking
cones (configuration 1). Figure 6c displays 3D rendered
images of the segmented cones for each undersampling
fraction. Figure 7a–e shows the different segments of the
phantom in configuration 2. For both phantom configura-
tions, 50 and 70% undersampling reproduces the fully
sampled images well. Even small structures such as 2
mm diameter holes (Fig. 6a), 1 and 1.5 mm solid separa-
tors and 2.5 mm holes (marked by white arrows in Fig.
7b–d) are well resolved at 70% undersampling. For 80
and 90% undersampling, most of the structures are still
visible although substantial blurring and ghosting arti-
facts begin to appear. Figure 7a,e correspond to the top
and bottom slice of the phantom and show lower signal

Table 1
Comparison of Acquisition Time, Maximum SNR, and Mean Abso-

lute Error (MAE) as a Function of the Undersampling Fraction for
the Two Different Phantom Configurations with the Maximum
Applied RF Power of 62 W at the EPR Coil

Acq.

Maximum
SNR

time (s) No CS CS MAE

Configuration 1
Fully sampled 114 23 40.6

50% Undersampling 56 35.8 75.8 0.073 6 0.006
70% Undersampling 33 44.6 95 0.072 6 0.008

80% Undersampling 21 64.3 160 0.112 6 0.011
90% Undersampling 10 69.8 148 0.149 6 0.014

Configuration 2

Fully sampled 114 24.6 42.6
50% Undersampling 56 30.47 49.7 0.049 6 0.005
70% Undersampling 33 42 78.3 0.059 6 0.010

80% Undersampling 21 49.9 94.7 0.100 6 0.013
90% Undersampling 10 58.1 88.3 0.114 6 0.014

FIG. 4. Undersampling (US) patterns used for (a) 50% undersampling, (b) 70% undersampling, (c) 80% undersampling, and (d) 90%
undersampling. For an undersampling rate of 50%, 995 of 2048 lines were acquired. For 70% undersampling, 585 of 2048 lines were
acquired. For 80% and 90% undersampling, 383 and 185 of 2048 lines were acquired, respectively.
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magnitude due to the B1 profile of the EPR coil. The
maximum SNR was calculated from maximal signal
amplitudes divided by two times the standard deviation
of a user defined noise region before and after CS recon-
struction and is shown in Table 1. The increase in SNR
with undersampling rate is due to the undersampling

pattern acting as an apodization filter that removes high
spatial frequencies from k-space. However, all images
show an increase in SNR after CS reconstruction. The
SNR enhancement using CS increases with the initial
SNR of the image and ranges from about 1.5 to 2.5.

To quantify the errors that occur in the undersampled
images, the mean absolute error (MAE) was calculated
for each image (Table 1). The MAE was calculated by
first thresholding the images such that only points that
were five times greater than the noise (rn) were kept.
The undersampled image was then subtracted from the
fully sampled image and all non-zero values counted as
an error. As seen in Table 1, the MAEs for the 50 and
70% undersampling rates are small and comparable
while those for 80 and 90% increase significantly. The
MAE for each of the 32 phase encodes gradients along z
for configuration 1 is shown in Figure 8 for all under-
sampling rates. There is little difference across the entire
sample between 50 and 70%, again showing that the
image is well reproduced with only 30% of the k-space
data. Losses in SNR due to the B1 profile of the EPR coil
on slices 1–5 and 25–32 result in increased MAE values
for all undersampling rates.

SAR Considerations

A problem limiting the use of OMRI is that the high
power RF pulses necessary for DNP lead to high SAR.
Two methods were used to estimate SAR. A fiber optic
temperature probe was placed inside the sample and the
fully sampled k-space sequence was run several times,
waiting several minutes in between runs to allow the

FIG. 5. Simulation and measurement of the approach to steady-
state with- and without DNP. Plotted are the echo amplitudes
acquired during the pulse sequence in Figure 3 with only the read

gradient active. The DNP signal is nearly 30 times larger than the
signal without DNP after reaching steady-state. Solid curves plot-

ted are not a fit to the data but an exact simulation with no free
parameters as described in the text.

FIG. 6. Fully and undersampled (US) images of the phantom in configuration 1 after CS reconstruction as a function of undersampling

fraction. a: Representative slices: Top (a) and center (b) of the full 32 slice dataset. Acquisition matrix: 128 � 64 � 32, voxel size: 2 � 1
� 3.5 mm3. c: 3D rendered images of the interlocked cone structure obtained from the fully and undersampled datasets.
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EPR coil to cool. The maximum measured temperature
increase was 0.4�C. No temperature increase was meas-
ured for any of the undersampled sequences. Estimating

SAR � cT=Dt (44) where c is the specific heat, DT is the
temperature change and Dt is the time of the sequence
gives SAR¼ 15 W kg�1. We expect this to represent a
lower limit as heat may have dissipated during the
sequence. As a second method, the power dissipated in
the sample was estimated using (45):

Psample ¼ Pcoil 1�Qloaded=Qunloadedð Þ

The forward power was measured using a directional
coupler (Model 3020A, Narda Microwave, Hauppauge,
NY) and power meter (V3500A, Agilent Technologies,
Santa Clara, CA), and the maximum forward power to
the coil was �62 W. The loaded Q was measured to be
52 while the unloaded Q was 62. Thus the power to the
sample during an EPR pulse is �10 W. The EPR irradia-
tion is on for 73% of TR and the sample mass is 0.25 kg,
therefore SAR¼ 29 W kg�1.

The 50% undersampled images in Figures 6 and 7
have high SNR and accurately represent the phantom.
Therefore, we reduced the forward power to the coil by
factors of 2, 4, 8, and 16 to investigate how much the
SAR could be reduced (thusly reducing the Overhauser
enhancement) while maintaining high image quality.
The results are shown in Figure 9 and Table 2. Image
quality is well maintained for 31 and 15.5 W forward
power corresponding to an estimated SAR of �14.5 and
7.25 W kg�1, respectively.

FIG. 7. Fully and undersampled (US) images of five representative slices after CS reconstruction. The full 32-slice data set was

acquired with the phantom in configuration 2 as described in the text. MR images are shown alongside photographs of the correspond-
ing phantom piece. Acquisition matrix: 128 � 64 � 32, voxel size: 2 � 1 � 3.5 mm3. White arrows indicate 1 and 1.5 mm solid separa-
tors, (b) and (d), respectively, and 2.5 mm diameter structures (c).

FIG. 8. MAE computed each slice number for each undersam-

pling fraction with the phantom in configuration 1: 50% US
(black), 70% US (red), 80% US (green), and 90% US (blue). [Color

figure can be viewed in the online issue, which is available at
wileyonlinelibrary.com.]
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DISCUSSION

The 3D Overhauser-enhanced b-SSFP sequence pre-
sented here in combination with CS and undersampling
techniques allows us to attain 1 � 2 � 3.5 mm3 voxel
size in our phantom in 33 s (70% undersampling in
Figs. 6 and 7) at 6.5 mT. The resulting CS reconstructed
image is nearly identical to the original fully sampled
image and has �2 times higher SNR. This was achieved
by inserting the EPR saturation pulses within TR during
the prephase/rephase gradients, thus removing the time
consuming prepolarization step as in other OMRI
sequences. As shown in our experiments and simula-
tions (Fig. 5), a large steady-state signal is quickly
reached with 90% of the maximum signal reached in
<1.5 s, and constant polarization in the sample is main-
tained during the remainder of the acquisition. This
eliminates the need to correct acquisitions for T1 decay
and to rectify undesirable phase shifts that can occur
when using prepolarization techniques (25,46). The max-
imum signal with b-SSFP at thermal equilibrium is given
by Mss ¼ 1

2
M0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
T2=T1

p
¼ 0:47M0 (37). Overhauser satura-

tion pulses during the phase gradient increases MSS by
�30 for the sample used here, thus allowing high SNR
images comparable to those obtained with conventional
OMRI techniques. The simulations provide a reliable
tool to optimize the phase encode gradient durations
depending on T1 and T2.

The application of EPR saturation pulses during the
balanced phase encode gradient events is our first major
source of acceleration. This allows us to acquire images
twice as fast as spin echo OMRI sequences recently pub-
lished in the literature (24) with nearly seven times
higher spatial resolution (1 � 2 � 3.5 mm3 vs. 1.25 �
1.25 � 30 mm3). This is possible by covering the spread
in electron spin frequencies in the phantom when the
maximum 0.1 gauss cm�1 phase encode gradient was
turned on. This sets an upper limit on the Q factor of the
EPR coil, or alternatively, the maximum gradient
strength that can be used for these experiments. While
the maximum steady-state DNP enhancements would
benefit from a higher Q coil, the goal of maintaining
nearly constant signal enhancement across the sample
during imaging would suffer. However, when the EPR
irradiation occurs as separate step before imaging as in
other OMRI sequences, the DNP signal is also not con-
stant across the image due to the decay of polarization,
so a compromise of higher gradient strength for uneven
DNP polarization may be acceptable.

Partial sampling of k-space (and subsequent recon-
struction via CS) is our second major acceleration factor.
In the case of 70% undersampling, this result in addi-
tional 3.5 fold acceleration while keeping the voxel size

unchanged, thus resulting in seven times faster acquisi-

tion compared with recently published work (24). By

undersampling in each phase encode direction according

to a gaussian probability density function, the center of

k-space is emphasized, preserving image contrast with-

out completely sacrificing the high frequency informa-

tion at the edge of k-space. However, the choice of the

lines sampled in k-space was empirically determined

and only a few undersampling patterns were empirically

tested for a given undersampling rate. The degrees of

freedom in the generation of underspampling patterns is

large (choice of lines sampled, ry,z) and a large number

of combinations could have been tested with the oppor-

tunity to give even better results. However, for the ry,z’s

used here, the 50% and 70% undersampling rates accu-

rately reproduced the image for different random sam-

plings of k-space. In addition, this work focuses on

Cartesian sampling, but alternative sampling trajectories

(spiral and radial) have been shown to offer more flexi-

bility in the design of 3D incoherent sampling sequences

that are particularly well for the use of CS techniques

(47–50).

CS performs natural denoising, bringing an improve-
ment in SNR. Incoherent artifacts resulting from
subsampled k-space are efficiently suppressed using L1-
norm constraints in the image and wavelet domains as
previously detailed in the literature (42). However, more
than 70% undersampling could not provide satisfying
reconstruction in spite of high SNR. The incorporation
of prior knowledge (51–53) in the image reconstruction
process could overcome this limitation by partially
recovering irretrievable loss of information caused by
heavy undersampling and further increase our temporal
resolution. In addition, it is important to note that the
4.5 min computation time required for the CS recon-
struction does not significantly penalize the time saved
from undersampling.

The gain in temporal resolution obtained here for 70%
undersampling, around 1 s per acquired slice, provides
new insight for investigating cases where high temporal
resolution is needed, such as monitoring the concentra-
tion change, oxidation, and metabolism of free radicals
that correlate directly with organ functions and tissue
health. In addition, shorter durations for the read and
phase encode gradients could have been implemented to
give significantly shorter acquisition times but at the
cost of a decreased spatial resolution. Likewise, doubling
the gradient strength in read and both phase encode
directions would allow us to reach 23 times higher spa-
tial resolution for a fixed acquisition time.

Considering the SAR resulting from the sequence, the
amount of power sent to the EPR coil was decreased by
a factor of 4 while still keeping the SNR >25. Even if a
compromise has to be found between the desired spatial
resolution of the image and sample heating due to the
high power RF, the total amount of RF power sent to

the sample during imaging is considerably reduced by

the use of undersampling strategies. No temperature rise

was measured in the sample for the 50 to 90% under-

sampling fractions with the maximum EPR power used

in this study. With the maximum available EPR power,

we acquired images with an in-plane resolution of 1 � 1

mm2 as shown in Figure 10 with 70% undersampling

(while maintaining the 3.5 mm slice thickness). Total ac-

quisition time was 65 s. This image displays excellent

in-plane resolution with very little blurring of the 1 mm

features and high SNR.
The images presented here were acquired with a suffi-

ciently long TR to obtain the desired in-plane resolution
while keeping the gradient strength low enough for
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efficient EPR saturation during phase encoding. We note
that the phantom used here has significantly longer T2

and T1 relaxation times than would be expected for in
vivo applications. Bloch simulations were run to esti-
mate how the current sequence would perform with
relaxation times 10 times shorter than the phantom used
here. Keeping all simulation parameters as in Figure 5,
but decreasing T1 to 55 ms and T2 to 49 ms resulted in

<15% reduction in signal intensity (compared with the
dashed line in Figure 5). While relaxation times compa-
rable to TR tend to reduce signal, this is partially offset
by a faster approach to steady state. More likely to ham-
per the effectiveness of OMRI in vivo, however, is a
decrease in the maximum DNP signal enhancement due
to extra 1H nuclear spin relaxation pathways that com-
pete with relaxation caused by dipolar coupling to the
electron spin (27). To observe this effect, simulations
were run with the short T1 and T2 times above while
decreasing the maximum DNP signal enhancement to
�10 and �5. This reduced the steady state signal inten-
sity by 80 and 90%, respectively, compared with the
dashed line in Figure 5. Although the signal is much
smaller, it is still a factor of 7 and 3.5 times larger than
the thermal equilibrium signal with the same parameters,
and therefore still provides very useful contrast. In the
case of injected free radical detection, this decrease in
signal can be partially overcome by increasing the free
radical concentration. For example, injection of 0.6 mL

Table 2
The Maximum SNR as a Function of Power at the EPR Coil with

and without CS for the Phantom in Configuration 2

Power to EPR coil (W)

Max. SNR

No CS CS

62 36 75
31 29.3 48

15.5 21 26.4
7.8 15.2 18.2

3.9 11.4 16.2

FIG. 9. Images taken with the phan-
tom in configuration 2 and 50% under-
sampling as a function of Overhauser

drive power: (a) 62 W, (b) 31 W, (c)
15.5 W, (d) 7.8 W, and (e) 3.9 W EPR

power. Acquisition matrix: 128 � 64 �
32, voxel size: 2 � 1 � 3.5 mm3, and
TR/TE: 54/27 ms. Total acquisition time

per image was 56 s.
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of 100 mM nitroxide radical in mice has been reported
in recent work (24). Assuming 60–80 mL of blood per kg
of bodyweight (54), the dilution factor is between 3 and
4 for a 30 g mouse, resulting in a nominal 29 mM free
radical concentration, more than 10 times higher than
the 2.5 mM used in the work presented here.

CONCLUSION

We have demonstrated a new strategy for fast high-reso-
lution 3D Overhauser MRI using b-SSFP in a phantom
containing 2.5 mM 4-hydroxy TEMPO solution at 6.5 mT.
The embedding of EPR excitation pulses directly into the
b-SSFP sequence eliminates the prepolarization step
used in other OMRI sequences, reducing the acquisition
time and obviating the need for long, high power RF EPR
pulses. The use of undersampling strategies and CS
reconstruction algorithms further reduces imaging time.
We have shown that an undersampling rate of 70% gives
unperceivable reconstruction errors when compared with
the fully sampled data sets, allowing the acquisition of
32 slices in our phantom volume within 33 s. This work
overcomes the main limitations of Overhauser enhanced
MRI as previously described in the literature, drastically
improving speed and resolution, and enabling new
opportunities for the measurement of free radicals in liv-
ing organisms, and for the study of dynamic processes
such as metabolism and flow.
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