Frequency-domain optical mammography: Edge effect corrections
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We have investigated the problem of edge effects in laser-beam transillumination scanning of the human breast. Edge effects arise from tissue thickness variability along the scanned area, and from lateral photon losses through the sides of the breast. Edge effects can be effectively corrected in frequency-domain measurements by employing a two-step procedure: (1) use of the phase information to calculate an effective tissue thickness for each pixel location; (2) application of the knowledge of tissue thickness to calculate an edge-corrected optical image from the ac signal image. The measurements were conducted with a light mammography apparatus (LIMA) designed for feasibility tests in the clinical environment. Operating in the frequency-domain (110 MHz), this instrument performs a transillumination optical scan at two wavelengths (685 and 825 nm). We applied the proposed two-step procedure to data from breast phantoms and from human breasts. The processed images provide higher contrast and detectability in optical mammography with respect to raw data breast images. © 1996 American Association of Physicists in Medicine.
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I. INTRODUCTION

Among the various potential applications of optical imaging of biological tissue, the investigation of breast cancer is one of the most promising. Breast transillumination with continuous wave (CW) light was first proposed in 1929 to detect breast lesions.¹ This CW, broad-beam transillumination methodology, also called diaphanography or lightscanning, has been thoroughly investigated in the past two decades to address its feasibility and effectiveness.²⁻⁴ The main difficulty with optical mammography arises from the strongly diffusive nature of light propagation in breast tissue. This feature reduces contrast⁵ and resolution⁶ of optical images, thus limiting the sensitivity of the method for small and deep tumors.⁶⁻⁸ Higher sensitivity can be achieved with collimated, narrow-beam transillumination,¹⁰ which delivers a narrow interrogating laser beam on one side of the breast and employs a localized detector on the other.¹¹⁻¹² Recently, time-resolved methods have been developed to provide data with higher information content than the simple intensity attenuation provided by CW techniques. These time-resolved methods work in either the time-domain or the frequency-domain. In the time-domain, one measures the transformation of a short light pulse (typically a few picoseconds FWHM) traversing the tissue.¹³⁻¹⁴ In the frequency domain, the intensity of the light source is modulated at a frequency on the order of 10⁸ Hz, and the measured quantities are the phase shift and amplitude attenuation of the tissue transmitted intensity wave.¹⁵⁻⁻²⁰ In the time-domain, it is possible to apply a time-gate to the detector to select photons which have traveled shorter path lengths.²¹⁻²³ Time gating improves the image contrast and resolution.²⁴⁻²⁵ In the frequency-domain, a similar result can be achieved by employing high modulation frequencies.²⁶⁻²⁷ However, improvement in contrast and resolution is obtained at the expense of a decreased signal-to-noise ratio due to the low signal from weakly scattered photons. Consequently, to maximize image quality, one seeks the best compromise between the requirements of improved contrast/resolution, and a high signal-to-noise ratio. In general, the higher information content of time resolved measurements can be used to
Fig. 1. Schematic diagram of the frequency-domain light mammography apparatus (LIMA). A1, A2, A3 are radio frequency amplifiers; LD1 and LD2 are laser diodes emitting at 685 and 825 nm, respectively; APD is an avalanche photodiode; $f = 110$ MHz; $\Delta f_1 = 1$ kHz; $\Delta f_2 = 0.8$ kHz.

separate and quantify absorption and scattering contributions to intensity attenuation. In the future, this capability may lead to functional imaging, or to highly specific optical mammography. As an alternative, the additional information can be used to treat geometrical effects (such as breast thickness variation within the scanned region) and/or boundary conditions. In this paper we have followed the latter approach.

This article presents a frequency-domain light mammography apparatus (LIMA) that performs laser-beam transillumination of the breast. Our objective is to produce the highest possible image contrast. To this end, we investigate the problem of determining a parameter, derived from the frequency-domain raw data, that enhances the detectability of optical inhomogeneities in the breast. In particular, this parameter should correct for effects related to tissue thickness variability within the scanned region, and to photon losses through the sides of the breast. We have performed laboratory measurements on breast simulating phantoms to test the effectiveness of our derived parameter. Finally, we have applied our method to clinical data obtained with the frequency-domain light mammography apparatus.

II. LIGHT MAMMOGRAPHY APPARATUS (LIMA)

A schematic diagram of the frequency-domain light mammography apparatus (LIMA) is shown in Fig. 1. This instrument performs a transillumination optical scan of the breast. The two laser diodes employed as light sources emit at 685 and 825 nm. The average emitted power is about 10 mW. The laser intensities at 685 and 825 nm are sinusoidally modulated at a frequency of 110.0010 MHz and 110.0008 MHz, respectively. The intensity modulation is obtained by direct modulation of the supplied current provided by a DDS (Direct Digital Synthesizer) frequency synthesizer and radio frequency amplifiers. The optical detector is an avalanche photodiode (APD) (Advanced Photonics, Inc. model SD060-70-62-521). The APD output current is sent to one input of a mixer, and the other mixer input receives a signal at a frequency of 110 MHz. The mixer output contains low frequency components at 1 kHz (relative to the signal at 685 nm) and at 800 Hz (relative to the signal at 825 nm). These two low frequency signals are digitally filtered and processed to yield the frequency-domain raw data (ac amplitude and phase $\Phi$) at both wavelengths. The separation between the signals at 685 and 825 nm is obtained electronically, not optically. The apparatus does not employ optical fibers. The laser beams are collimated by means of aspheric and cylindrical lenses, and dielectrically coated optical prisms make them collinear. The APD detector has a high numerical aperture of approximately 0.4, thus providing highly efficient collection of transmitted light. In a typical measurement, the laser beam and the APD detector are scanned in tandem, thereby continuously maintaining collinearity. The diameter of the laser beam is 2 mm, and the APD’s sensitive area is 1.5 mm$^2$. The breast is compressed between two transparent glass plates and occupies the spatial region between laser diodes and the APD detector (transillumination mode). The entire compression assembly with the two glass plates can be rotated by 90 degrees to allow for data acquisition in crano-caudal and mediolateral projections. The raster scan is performed continuously, line by line, at a speed of about 1 cm/sec. Data acquisition is unidirectional. The pixel size is selected by software. Typically, it is (1-2)mm$\times$(1-2)mm. The acquisition time per data point is about 100 ms, and the time required for a complete breast scan is of the order of 3 minutes.

III. THE PROBLEM OF EDGE EFFECTS

A. Statement of the problem

Transillumination optical scanning produces bidimensional projection images of the breast. In pixels close to the edge of this 2-D image, the measurement’s fidelity presents at least two problems:

1. Breast thickness variability. The thickness of breast tissue, that coincides with the separation between the glass plates in the central part of the image, decreases towards the edge of the image;

2. Lateral photon losses. As the scanner approaches the edge of the breast, additional photons are lost through the sides of the breast.

These two problems, that we collectively designate as “edge effects,” are pictorially described in Fig. 2. We found that edge effects dominate the raw data images, at least in our sampling geometry. As a result, the presence of optical inhomogeneities, such as a tumor, appear in the optical images as a slight deformation of the general pattern determined by edge effects. Under these conditions, image contrast is strongly reduced, and the sensitivity to tumor detection is weakened.

B. Approach to edge correction

Our approach to the problem of edge effects is based on two observations. We dedicate this section to the description and discussion of these observations.
Observation 1. The measured phase is linearly dependent on the geometrical breast thickness along the source-detector line, and is not significantly affected by photon losses through the sides of the breast.

The implication of this observation is that breast thickness variability along the scanned region yields the dominant contribution to the measured phase. To understand why this is the case, we should consider the three main factors that influence the phase reading: (a) photon lateral losses; (b) variability of the optical pathlength in air; (c) effects related to tissue inhomogeneities. A possible way to evaluate the impact of factors (a) and (b) on the measured phase is based on the predictions of diffusion theory. This theoretical model provides an adequate description of light propagation in biological tissue. The basic diffusion equation is:

$$\frac{\partial U}{\partial t} = -vD\nabla^2 U + v\mu_s U = q_0,$$

(1)

where $U$ is the photon density, $v$ is the velocity of light in the medium, $D$ is the diffusion coefficient defined as $1/3\mu_s^*$ (with $\mu_s^*$ linear reduced scattering coefficients) (Ref. 31), and $q_0$ is the isotropic source term. The Green's function of Eq. (1) for the photon flux has been derived for uniform media in a number of geometries, in particular for the infinite slab, sphere, and cylinder. Arridge et al. have shown that the frequency-domain phase is almost linearly dependent on the source-detector separation in all three geometries. Furthermore, the differences between the predicted phases in the three geometries are small, implying that the additional photon losses in the spherical and cylindrical geometries do not significantly affect the phase. These results account for the observed linear dependence of $\Phi$ on tissue thickness, and for the insensitivity of the phase to lateral photon losses (factor (a)). The variability of tissue thickness along the scanned region is accompanied by a variability in optical pathlength in air. However, this latter effect has little influence on the measured phase. In fact, the phase shift per unit distance traveled in air (1.2 cm$^{-1}$ at 100 MHz modulation frequency) is typically one order of magnitude smaller than the phase shift per unit distance in tissue ($\approx 200$ cm$^{-1}$ at 100 MHz modulation frequency) (factor (b)). More importantly, the phase shift in air is also linear with traveled distance, so that the overall linear dependence of phase on tissue thickness is not affected. To evaluate the importance of localized tissue inhomogeneities, one should keep in mind the order of magnitude of a 2–3 cm tissue thickness variation effect, which is of tens of degrees in the phase. The change in phase due to a strong absorber 1 cm in diameter is of the order of 1 degree at modulation frequencies of about 100 MHz (Refs. 33,34,20). This effect (factor (c)) constitutes a slight perturbation to the general phase pattern determined by tissue thickness variations.

Observation 2. The edge effects on the measured ac amplitude can be modeled by a functional dependence on tissue thickness ($r$) as $r^n$, with $n > 0$.

This result is less rigorous and general than that of observation 1. The attenuation of the ac amplitude with the thickness of an infinite slab is stronger than exponential. We have calculated this attenuation for a medium with $\mu_s = 0.03$ cm$^{-1}$ and $\mu_s^* = 10$ cm$^{-1}$ on the basis of the Green's function reported in Ref. 32. The result is shown in Fig. 3 for slab thicknesses ranging from 1 to 6 cm. For comparison, the negative power dependence on thickness (with $n = 3$) is also shown in Fig. 3. Lateral photon losses contribute to the observed reduction in the increase of ac signal at smaller values of $r$. However, there is also a contribution from the different optical coupling between tissue and both source and detector. As can be seen in Fig. 2, the tissue thickness reduction corresponds to a change in the angle of light incidence and to an increased distance between tissue surface and both source and detector. This fact, together with the non-perfect collimation of laser beam and APD detector, accounts for a variation in source/tissue and tissue/detector optical couplings. We have experimentally verified — on breast simulating phantoms — that this coupling effect is not dominant in our instrument. In our case, the $r^n$ dependence of the ac signal is thus mainly determined by lateral photon losses. Typically, we found $n$ to be in the range 1–3. It is noteworthy that the effect of scattering$^{35}$ or absorbing mac-
roscopic inhomogeneities on the ac amplitude is stronger than that on the phase. For a strong absorber 1 cm in diameter, the ac reduction is about 20–30% (Ref. 33,34,20).

C. Proposed method for edge correction

Let us indicate with \(x\) and \(y\) the coordinates of a generic pixel in the 2-D projection image. Consequently, we denote with \(r(x,y)\) the geometrical thickness at pixel \((x,y)\). On the basis of observation \(1\) in Section III B, we can write:

\[
r(x,y) = r_0 - \frac{\Phi(x,y) - \Phi_s}{\Phi_{\text{max}} - \Phi_s},
\]

where \(r_0\) is the geometrical separation between the two planes of the compression glass plates (and hence the maximum thickness of the breast), \(\Phi(x,y)\) is the phase measured at pixel \((x,y)\), \(\Phi_s\) is the phase of the source intensity, and \(\Phi_{\text{max}}\) is the maximum measured phase in the scanned region. It is also possible to recover the tissue thickness \(r(x,y)\) from the measured phase without measuring \(\Phi_s\). This alternative method is less general because not only does it assume linearity of \(\Phi(x,y)\) on \(r(x,y)\), but it also assumes a value for the slope \(d\Phi(x,y)/dr(x,y)\). The assumed value for the slope is given by:

\[
\frac{d\Phi(x,y)}{dr(x,y)} = \frac{\mu_a}{2D} \left[ \frac{2\pi f}{\nu \mu_a} \right]^{1/2},
\]

where \(f\) is the modulation frequency of the source intensity. Equation (3) rigorously describes the spatial dependence of the phase in the infinite geometry.\(^{26,34}\) However, it is a good approximation for the slab geometry, as is shown in Fig. 4. In Fig. 4, the spatial dependence of the phase in the slab geometry (from Ref. 32) essentially coincides with that in the infinite geometry for source-detector distances over 3 cm. The case reported in Fig. 4 assumes typical values for the optical coefficients of the breast in the near-infrared

\[r(x,y) = r_0 + \frac{\Phi(x,y) - \Phi_{\text{max}}}{\frac{\mu_a}{2D}} \left[ \frac{2\pi f}{\nu \mu_a} \right]^{1/2} \left[ \frac{2\pi f}{\nu \mu_a} \right]^{1/2} - 1 \right]^{1/2}.
\]

The required knowledge of \(\Phi_s\) in Eq. (2) is replaced in Eq. (4) by the required knowledge of the average optical coefficients of the examined tissue \(\mu_a\) and \(D\).

Once \(r(x,y)\) is obtained from either Eq. (2) or Eq. (4), it is possible to derive a calculated parameter, that we call \(N(x,y)\), that corrects for edge effects but maintains all the information of the ac signal, relative to optical inhomogeneities. On the basis of observation \(2\) in Section III B, we define \(N(x,y)\) as:

\[N(x,y) = \frac{r_0 \alpha c_0}{r^\alpha(x,y) \alpha c(x,y)},
\]

where \(c_0\) is the ac amplitude measured at a specific pixel where breast thickness is \(r_0\), and \(c(x,y)\) is the amplitude measured at pixel \((x,y)\). The value of the parameter \(\alpha\) depends on the shape of the examined tissue and on the variations of source/tissue and tissue/detector optical coupling within the scanned region. For our instrument, phantom data were best corrected with \(\alpha = 3\) and human breast data were best corrected with \(\alpha = 1\). In this paper, we present results obtained using Eq. (4) to calculate \(r(x,y)\).

IV. LABORATORY RESULTS

As an initial test, we verified the effectiveness of Eq. (4) in determining the thickness of a sample \(r(x,y)\). We employed a solid block of Delrin, a substance that shows weak absorption and strong scattering in the visible/near-infrared spectral region. This Delrin block has a central region 6 cm thick, 11.7 cm long, and 11.4 cm wide. On two sides of the block the thickness decreases, in a smooth way on one side and by
TABLE I. Measured absorption and reduced scattering coefficients of the Delrin block.

<table>
<thead>
<tr>
<th>$\lambda$ (nm)</th>
<th>$\mu_a$ (cm$^{-1}$)</th>
<th>$\mu_s'$ (cm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>685</td>
<td>0.019 ± 0.001</td>
<td>13.2 ± 0.5</td>
</tr>
<tr>
<td>825</td>
<td>0.023 ± 0.001</td>
<td>11.9 ± 0.5</td>
</tr>
</tbody>
</table>

steps on the other. The total length of the block is 23 cm. The side view of the sample is shown in Fig. 5, where we also report the thickness calculated from Eq. (4). To apply Eq. (4) we need to know the average optical coefficients $\mu_a$ and $\mu_s'$ of the sample. We measured them using the pre-calibrated measurement protocol described elsewhere. The results at the two wavelengths are reported in Table I. These values of $\mu_a$ and $\mu_s'$ are similar to reported values for breast tissue in vivo in the same spectral region. The calculated thickness (from the phase at 685 nm) is in excellent agreement with the actual value down to about 1 cm. The deviations from the actual value are always less than 3 mm. The step side of the phantom shows a poorer agreement between calculated $r$ and actual $r$, but the deviations are still small. Of course, a real breast does not present step variations in thickness. A similar result is obtained from the phase at 825 nm.

The Delrin phantom also contains a cylindrical scattering inhomogeneity (about 4 mm in diameter) along its longitudinal symmetry axis. The edge effects problem is well illustrated in Fig. 6(a), where we report the ac raw data image of the Delrin block at 685 nm. The central scattering inhomogeneity is invisible, because the image is dominated by edge effects mainly due to sample thickness variations. In Fig. 6(b) we show an optical image based on the parameter $N$ with $\alpha=3$. Not only are edge effects strongly reduced, but the longitudinal scattering inhomogeneity is now clearly visible. The pixel size is 2 mm $\times$ 2 mm in both images.

![Fig. 6. Optical images of the Delrin solid block at 685 nm. (a) ac image. (b) $N$ image with $\alpha=3$. The average optical coefficients of the sample at this wavelength ($\mu_a=0.019$ cm$^{-1}$, $\mu_s'=13.2$ cm$^{-1}$) match those of breast tissue. The sample thickness $r$ varies along the $y$ axis. It increases smoothly from $y=0$ to $y=6$ cm ($r=0$ at $y=0$, $r=6$ cm at $y=6$ cm), then it remains constant ($r=6$ cm) from $y=6$ cm to $y=17.7$ cm, and finally decreases by 1 cm-steps from $y=17.7$ cm to $y=23$ cm. Along the longitudinal axis ($x=6.4$ cm) is located a cylindrical scattering inhomogeneity about 4 mm in diameter.](image-url)
V. CLINICAL RESULTS

To show the effectiveness of our approach in processing optical data from human breasts, we have studied a number of clinical cases. We present here the results for a typical case, with the purpose of pointing out the kind of improvement offered by N images with respect to raw data ac images. A discussion of clinical results goes beyond the purpose of this article, and is presented in a separate paper. To apply Eq. (4) to breast data, we have assumed the following average values of $\mu_a$ and $\mu'_a$ for breast tissue at $\lambda_1$ (685 nm) and $\lambda_2$ (825 nm): $\mu_a(\lambda_1)=0.020$ cm$^{-1}$, $\mu_a(\lambda_2)=0.025$ cm$^{-1}$, $\mu'_a(\lambda_1)=10$ cm$^{-1}$, $\mu'_a(\lambda_2)=9$ cm$^{-1}$. These values are consistent with values reported in the literature. Figures 7 and 8 report optical images at 685 nm in craniocaudal and mediolateral projections, respectively. They were taken on a breast affected by cancer as diagnosed by x-ray mammography and histological examination following needle biopsy. The tumor size is about 1.5 cm. The patient is a 33 year old Caucasian female. Panels (a) of Figs. 7 and 8 are ac images, whereas panels (b) are N images with $\alpha=1$. Pixel size is 1.5 mm x 1.5 mm. The edge effects dominate the ac images, and the tumor is not clearly discernible. Image contrast and the effectively imaged area are significantly improved in the N images. An optical inhomogeneity clearly appears in the N images in the tumor region. The gray level distribution is linear in both the ac and N images, but only the N images are full scale (white corresponds to the smallest value, black to the highest). In the ac images a scale reduction was necessary to enhance their features in the central region of the breast.
optical defects is that we are not capable of recognizing scattering from absorbing inhomogeneities. As of today, it is not clear whether tumors behave as stronger absorbers or stronger scatterers than healthy tissue. However, a separation between absorption and scattering effects may yet result in an effective way of achieving specificity.

B. Use of single wavelength data

The parameter \( N(x,y) \) is obtained from single wavelength data. The detection of a tumor is thus based on the difference between its optical properties and those of healthy tissue at that wavelength. It is possible to correct for edge effects also by employing data at two different wavelengths. In this case, the idea is that the raw data (phase and ac) are influenced by edge effects to the same extent at the two wavelengths. This is a reasonable assumption. By following this two-wavelength method, we were able to correct very well for edge effects. The drawback of the two-wavelength approach is that the tumor’s detectability is based on the different spectral dependence of the tumor’s optical properties and those of healthy tissue between those two wavelengths. The choice of the two wavelengths thus becomes critical. It may also be dictated by the particular kind of tumor and/or biological tissue. The use of multiple wavelengths could still be a valuable tool, and is actually being thoroughly investigated. In our experience to date, the two-wavelength method at 685 and 825 nm was often successful in tumor detection, but contrast and detectability were improved by the single wavelength \( N(x,y) \) map.

C. Significance of the absolute value of the parameter \( N(x,y) \)

Since \( r_0 \) and \( a_0 \) are constants, contrast and detectability of the \( N \) image would not be affected by their absence in the definition of Eq. (5). They simply introduce a scale factor in the \( N \) map. However, we include them in the definition of \( N \) to study the information content of the absolute value of \( N \). In the absence of inhomogeneities, the \( N \) image ideally assumes a constant value of 1. In reality, the image is not totally flat because of intrinsic tissue inhomogeneities and imperfect correction of edge effects. An absorbing or scattering defect causes a decrease in \( \text{ac}(x,y) \) and hence a value of \( N(x,y) \) greater than 1. We found a good correlation between the presence of tumors and values of \( N(x,y) \) greater than 2. Even if we are not aiming at specificity, it might be possible that a value of \( N \) higher than 2 constitutes a sufficient (but not necessary) condition for the presence of a tumor. We are currently investigating the diagnostic significance of the absolute value of \( N(x,y) \) in a larger number of clinical cases.

D. Estimate of the optical coefficients of breast tissue

In Section III C we have presented two ways to obtain \( r(x,y) \) from the measured phase. The first one (Eq. (2)) requires a measurement of the source intensity phase \( \Phi_s \). The second one (Eq. (4)) requires a measurement or an estimate of the average value of \( \mu_e \) and \( \mu'_e \) of breast tissue. In this
article, we have followed the second approach based on Eq. (4). In applying Eq. (4) to breast data, we have used values for $\mu_\alpha$ and $\mu'_\alpha$ of breast tissue reported in the literature.\textsuperscript{17,23} Even if these studies report a small variability of the optical coefficients among individuals, a question may arise as to how critical is the choice of these values? In other words, how much is the calculated thickness affected by a misjudged estimate of $\mu_\alpha$ and/or $\mu'_\alpha$? To a first approximation, even if the estimated values of $\mu_\alpha$ and $\mu'_\alpha$ are off by as much as 50%, the maximum deviation between real and calculated $r$ is less than 1 cm. However, this deviation constitutes a systematic error that will not significantly affect the contrast of the $N(x,y)$ image. The use of Eq. (2) will remove this source of error, provided that the measurement of $\Phi_\alpha$ can be performed with appropriate accuracy.

VII. CONCLUSION

In this paper, we have investigated the problem of edge effects in the laser-beam transillumination scan of the human breast. Our results show that edge effects can be effectively corrected in the frequency-domain, yielding high contrast images and excellent detectability. Furthermore, the corrected images do not require any adjustment of scale amplitude or gray level distribution. The optical images can thus be displayed during the clinical exam in real time with no additional manipulations. Our results show practical feasibility of frequency-domain optical mammography. We are currently investigating the clinical value of such an optical tool by carrying out a systematic analysis of optical mammography results in a number of clinical cases.
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