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8.1 INTRODUCTION

Optical methods have been used to measure physiological variables for decades, as is apparent from other chapters in this book. However, the use of diffuse optical light for physiological monitoring — and for noninvasive monitoring in particular — has a somewhat shorter history. This delayed development resulted from two primary obstacles. The first obstacle was sensitivity — a need to discover a sufficiently nonabsorbing wavelength range and to develop sufficiently sensitive detectors to monitor through relatively large distances (centimeters) of tissue. As it turns out, the near-infrared wavelength range between roughly 600 and 950 nm is relatively poorly absorbed by biological tissue. Furthermore, the primary absorbers in this wavelength range are oxyhemoglobin and deoxyhemoglobin (HbO and Hb, respectively), which are important biological indicators. In the late 1970s, Jöbsis\(^1\) was the first to use near-infrared light to measure hemodynamic parameters of the brain noninvasively. This work employed what is now called near-infrared spectroscopy (NIRS), a point-source measurement of species concentrations within tissue.

It was to be some years before actual imaging with diffuse light (diffuse optical tomography, or DOT) would appear, however, because of the second obstacle: a need for better understanding of how light propagates through highly scattering (diffusive) tissue. Considerable work has appeared on the theory of light propagation through scattering media in recent years (for a review, see Reference 2), and this work, along with phantom studies, has made imaging with diffuse light a reality.

Prior to these developments, and since Jöbsis’ initial work, many groups have examined a variety of biologically relevant parameters in tissue, including brain.\(^{3,4}\) Early research, during the 1980s and early 1990s, focused on the use of diffuse near-infrared light for measuring brain hemoglobin oxygen saturation within neonate and adult humans.\(^5,9\) In the early 1990s, functional magnetic resonance imaging (fMRI) came of age, providing whole-brain imaging of the blood oxygen level-dependent (BOLD) signal associated with altered blood flow and oxygen metabolism within the brain.\(^{10-14}\) Shortly after this development, NIRS was shown to reveal sensitivity similar to that of fMRI.\(^{15-18}\) While sensitive to similar species, an important characteristic of the optical measure of brain activity was its ability to separately distinguish changes in oxy- and deoxyhemoglobin concentrations,\(^19\) whereas fMRI only indirectly measures relative changes in deoxyhemoglobin.\(^20\) NIRS has the further advantage of being inexpensive and portable, thus allowing studies of more subjects under a wider range of conditions. These advantages must, of course, be weighed against the principal limitations of the optical techniques: the current lack of anatomical imaging for localization purposes and the relatively shallow penetration depth (particularly during brain monitoring).

To date, many research groups worldwide have used NIRS in functional brain studies as a noninvasive tool to monitor local changes in cerebral oxygenation and hemodynamics.\(^{21-33}\) In addition, several groups have investigated the possibility of using NIRS to measure the cytochrome oxidase (cyt-ox) redox state.\(^34,35\) Cyt-ox oxidation is a marker of intracellular energy metabolism and has been suggested as
a possible parameter to assess the functional state of the brain.\textsuperscript{36-40} These optical measurements are usually conducted over a wide spectral range (extending up to 500 nm), because the absorption contributions of cyt-ox are an order of magnitude (or more) smaller than those of hemoglobin.

A few groups have also worked on using diffuse light to measure neuronal activity directly rather than indirectly via hemoglobin. For example, it has been shown \textit{in vitro} that neuronal activity is associated with an increase in light scattering, induced by a change in the index of refraction of the neuronal membranes.\textsuperscript{41-43} Following up on this work, near-infrared optical methods have been successfully used to detect such light-scattering changes \textit{in vivo} in adult humans.\textsuperscript{44-46} This fast optical signal appears to show the same time course as the electrophysiological response measured with EEG or electrophysiological techniques.

Although still in its infancy, the use of diffuse light for noninvasive imaging (diffuse optical tomography, DOT) is progressing quickly.\textsuperscript{2,47} The accumulating literature clearly demonstrates the unique ability of near-infrared techniques to detect hemodynamic, metabolic, and neuronal signals associated with brain activity. Moreover, these techniques hold promise of eventually providing absolute quantitative values for at least hemodynamic and metabolic parameters. No other single imaging modality has this ability; fMRI can measure relative hemodynamic changes, EEG and MEG can measure neuronal signals, and PET can measure blood flow, volume, and glucose metabolism.

The unique abilities of optical methods are further supplemented by the applicability of diffuse optical techniques to a variety of studies that are highly problematic for other brain-imaging techniques. Such studies include neurobehavioral development in infants and young children and functional reorganization during stroke or brain-injury rehabilitation, among others. This wide applicability motivates further development of the technology toward whole-head absolute quantitative imaging.

In the remainder of this chapter, we review the basic principles of NIRS and DOT, discuss example instrumentation implementations, and provide illustrative brain activation data. We then summarize with a discussion of the future directions for functional optical brain imaging.

\section{8.2 THEORY}

It is a relatively simple step, conceptually speaking at least, to move from the simple NIRS point measurement to imaging of these same variables. Before going into the details of imaging \textit{per se}, however, we will first briefly review the physical model of photon migration through tissue that is needed to obtain quantitatively accurate estimates of the chromophore concentration changes within the brain during functional activation. We continue to make the distinction between NIRS and DOT, in which the former indicates nonimaging point measurements while the latter is reserved for imaging measurements. The distinction in instrumentation depends only on the number and arrangement of sources and detectors used for measurements. The rest of this section reviews the theoretical concepts of NIRS and DOT.
8.2.1 NIRS Theory*

The theory of the modified Beer–Lambert Law (MBLL) has been explained previously.\textsuperscript{5,48} This technique is based on the absorption of near-infrared light by oxy- and deoxyhemoglobin. Changes in the concentrations of these chromophores are quantified using a modified Beer–Lambert law, which is an empirical description of optical attenuation in a highly scattering medium.\textsuperscript{5,48} The modified Beer–Lambert law is

\[
OD = -\log \frac{I}{I_0} = \varepsilon CLB + G
\]  

(8.1)

where \(OD\) is the optical density, \(I_0\) is the incident light intensity, \(I\) is the detected light intensity, \(\varepsilon\) is the extinction coefficient of the chromophore, \(C\) is the concentration of the chromophore, \(L\) is the distance between where the light enters the tissue and where the detected light exits the tissue, \(B\) is a pathlength factor that accounts for increases in the photon pathlength caused by tissue scattering, and \(G\) is a factor that accounts for the measurement geometry. We use the convention of log base \(e\).

A change in the chromophore concentration causes the detected intensity to change. When the concentration changes, the extinction coefficient \(\varepsilon\) and distance \(L\) remain constant and it is assumed that \(B\) and \(G\) remain constant. Thus, Equation 8.1 can be rewritten as

\[
\Delta OD = -\ln \frac{I_{\text{final}}}{I_{\text{initial}}} = \varepsilon \Delta CLB
\]

(8.2)

where \(\Delta OD = OD_{\text{final}} - OD_{\text{initial}}\) is the change in optical density (the logarithm is base \(e\)), \(I_{\text{final}}\) and \(I_{\text{initial}}\) are the measured intensities before and after the concentration change, and \(\Delta C\) is the change in concentration. \(L\) is specified by the probe geometry, \(\varepsilon\) is an intrinsic property of the chromophore, and \(B\) is often referred to as the differential pathlength factor (DPF), which can be determined from independent measurements with ultra-short pulses of light\textsuperscript{49} and has been tabulated for various tissues. Thus, given the extinction coefficient, it is possible to quantify the change in chromophore concentration.

Figure 8.1 plots the extinction coefficients for oxy- and deoxyhemoglobin vs. wavelength as measured by Wray et al., Cope, and Matcher et al.\textsuperscript{6,48,50} The wavelength range of 700 to 950 nm is the only region in which light is able to penetrate several centimeters through tissue. The other chromophores of significance in tissue in this wavelength range are water, lipids, and cytochrome aa3. We do not consider these chromophores in this chapter, as their contribution in general is an order of

magnitude less significant than hemoglobin and is not easily measured without use of six or more wavelengths. In order to consider the contribution of two chromophores, we must rewrite Equation 8.2 as

$$\Delta OD^\lambda = (\varepsilon_{\text{HbO}}^\lambda \Delta[HbO] + \varepsilon_{\text{Hb}}^\lambda \Delta[Hb]) B^\lambda L$$

(8.3)

where $\lambda$ indicates a particular wavelength. Equation 8.3 explicitly accounts for independent concentration changes in oxyhemoglobin ($\Delta[HbO]$) and deoxyhemoglobin ($\Delta[Hb]$).

By measuring $\Delta OD$ at two wavelengths ($\lambda_1$ and $\lambda_2$) and using the known extinction coefficients of oxyhemoglobin ($\varepsilon_{\text{HbO}}$) and deoxyhemoglobin ($\varepsilon_{\text{Hb}}$) at those wavelengths, we can then determine their concentration changes:

$$\Delta[Hb] = \frac{\Delta OD_{\lambda_1} B_{\lambda_1} - \varepsilon_{\text{Hb}}^\lambda \Delta OD_{\lambda_2} B_{\lambda_2}}{(\varepsilon_{\text{HbO}}^\lambda \varepsilon_{\text{Hb}}^\lambda - \varepsilon_{\text{HbO}}^\lambda \varepsilon_{\text{Hb}}^\lambda )L}$$

(8.4)

$$\Delta[HbO] = \frac{\varepsilon_{\text{Hb}}^\lambda \Delta OD_{\lambda_2} B_{\lambda_2} - \Delta OD_{\lambda_1} B_{\lambda_1}}{(\varepsilon_{\text{HbO}}^\lambda \varepsilon_{\text{Hb}}^\lambda - \varepsilon_{\text{HbO}}^\lambda \varepsilon_{\text{Hb}}^\lambda )L}$$
The generalization of this formula for more than two wavelengths can be found in Reference 48.

### 8.2.2 Photon Diffusion Equation

While the MBL can be shown to work well in highly scattering media with uniform properties, it has known deficiencies in media with more complex structures (e.g., the layered structure of the scalp, skull, and brain), and it does not provide a framework for reconstructing images. The diffusion approximation to the radiative transport equation provides the formal framework required for understanding photon migration in highly scattering medium. The photon diffusion approximation is

\[
-D\nabla^2 \Phi(\mathbf{r}, t) + \nabla_{\mu_a} \Phi(\mathbf{r}, t) + \frac{\partial \Phi(\mathbf{r}, t)}{\partial t} = \nu S(\mathbf{r}, t)
\]  \tag{8.5}

\( \Phi(\mathbf{r}, t) \) is the photon fluence at position \( \mathbf{r} \) and time \( t \) (the photon fluence is proportional to the intensity). \( S(\mathbf{r}, t) \) is the source distribution of photons. \( D = \nu / (3 \mu_s^0) \) is the photon diffusion coefficient, \( \mu_s^0 \) is the reduced scattering coefficient, \( \mu_a \) is the absorption coefficient, and \( \nu \) is the speed of light in the medium. Note that the absorption coefficient is related to the extinction coefficient and the concentration as \( \mu_a = \varepsilon c \). For a combination of the hemoglobin chromophores,

\[
\mu_a = \varepsilon_{HbO}[HbO] + \varepsilon_{Hb}[Hb]
\]  \tag{8.6}

Equation 8.5 accurately models the migration of light through highly scattering media, provided that the probability of scattering is much greater than the absorption probability. Note that all factors in Equation 8.5 are wavelength dependent.

Solutions of the photon diffusion equation can be used to predict the photon fluence (or intensity) detected for typical diffuse measurements. Assuming that concentration changes are both global and small, the solution of the photon diffusion equation for a semi-infinite medium is

\[
\Delta OD = -\log \frac{\Phi_{\text{Final}}}{\Phi_{\text{Initial}}}
\]

\[
= \frac{1}{2} \left( \frac{3 \mu_s^0}{\mu_a^{\text{Initial}}} \right)^{1/2} \left[ 1 - \frac{1}{(1 + L(3 \mu_s^0^{\text{Initial}} \mu_a^{\text{Initial}})^{1/2})} \right] \left( \varepsilon_{HbO} \Delta[HbO] + \varepsilon_{Hb} \Delta[Hb] \right) L
\]  \tag{8.7}

The solution of the photon diffusion equation for representative tissue geometry (Equation 8.7) tells us that the modified Beer–Lambert law is reasonable for tissues with spatially uniform optical properties when the chromophore concentration does not change significantly (i.e., \( \Delta[X]/\langle[X] \rangle \ll 1 \)). Equation 8.7 shows that the pathlength factor \( B \) in Equation 8.3 is given by
\[ B = \frac{1}{2} \left( \frac{3 \mu_s^{\prime} \mu_a^{\text{Initial}}}{\mu_a} \right)^{1/2} \left[ 1 - \frac{1}{1 + L(3 \mu_s^{\prime} \mu_a^{\text{Initial}})^{1/2}} \right] \]  

(8.8)

for a semi-infinite medium. This shows that \( B \) depends on tissue scattering, initial chromophore concentration, extinction coefficient (thus, \( B \) is wavelength dependent), and optode separation. In practice, the validity of the assumption that \( B \) is independent of \( \mu_a \) and \( L \) has often been ignored since \( B \) is, in general, empirically determined and the changes in \( \mu_a \) are typically small.

### 8.2.3 Diffuse Optical Tomography

The preceding equations apply to every individual measurement that might be made from a NIRS or a DOT system. In order to generate an image of spatial variations in Hb and HbO, all that we need to do is to measure the photon fluence at multiple source and detector positions (typically with overlapping sensitivities) and essentially backproject the image. The general solution of the photon diffusion equation at the detector position \( r_d \) for a medium with spatially varying absorption is

\[ \Phi(r_d) = \Phi_{\text{incident}}(r_d) - \int \Phi(r) \frac{v}{D} (\varepsilon_{HbO} \Delta[HbO] + \varepsilon_{Hb} \Delta[Hb]) G(r, r_d) \, dr \]  

(8.9)

For reflectance in a semi-infinite medium, the solutions for \( \Phi_{\text{incident}} \) and \( G(r, r_d) \) can be found in Farrell et al.\(^{56} \) Equation 8.9 is an implicit equation for the measured fluence as \( \Phi(r) \) appears in the integral on the right-hand side. One way to solve this equation uses the first Born approximation, which assumes that \( \Phi(r) = \Phi_{\text{incident}} + \Phi_{\text{sc}} \) where\(^{57,58} \)

\[ \Phi_{\text{sc}}(r_d) = -\int \Phi_{\text{incident}}(r) \frac{v}{D} (\varepsilon_{HbO} \Delta[HbO] + \varepsilon_{Hb} \Delta[Hb]) G(r, r_d) \, dr \]  

(8.10)

By measuring \( \Phi_{\text{sc}}(r_d) \) using multiple source and detector positions and multiple wavelengths, we can invert the integral equation to obtain images of \( \Delta[HbO] \) and \( \Delta[Hb] \). There are numerous methods for solving Equation 8.10.\(^{59} \) Most rely on reducing Equation 8.10 to a matrix equation by rewriting the integral as a sum over voxels; i.e., \( y = Ax \) where \( y \) is the vector of measurements (i.e., \( \Phi_{\text{sc}}(r_d) \)), \( x \) is the vector of image voxels, and \( A \) is the transformation matrix obtained from the integrand of Equation 8.10. For the case of fewer measurements than unknowns, the linear inverse problem is underdetermined and is given by the (regularized) Moore–Penrose generalized inverse

\[ \hat{x} = -A^T( AA^T + \lambda I)^{-1} y \]  

(8.11)

where \( I \) is the identity matrix and \( \lambda = \alpha \max(AA^T) \) is the Tikhonov regularization parameter.
FIGURE 8.2 Photon migration sensitivity profile shown for a semi-infinite medium for 2- and 4-cm source detector separation. Contour lines are shown every half-order of magnitude.

8.2.4 DOT SIMULATIONS

Equation 8.10 describes the spatial sensitivity profile of light diffusing through a highly scattering medium. In Figure 8.2 we show the sensitivity profile for a simple reflectance geometry with a continuous-wave (CW) light source using typical tissue optical properties of $\mu'_s = 10 \text{ cm}^{-1}$ and $\mu_a = 0.1 \text{ cm}^{-1}$. The most important point is that the spatial sensitivity profile is not localized but covers a large volume and therefore intrinsically has relatively poor spatial resolution. Second, notice that as the separation between the source and detector increases, the penetration depth also increases. This fact can be used to probe deeper into the brain and possibly even to distinguish superficial scalp from deeper brain signals.

Figure 8.3 illustrates the process of reconstructing an image with diffuse light. The process is conceptually similar to that of x-ray computed tomography, which

![Figure 8.3](image)

FIGURE 8.3 Comparison of x-ray computed tomography (a, b) and diffuse optical tomography (c, d) of a square absorbing object in the center of the outer square. X-ray tomography has greater resolution, as indicated by the sharper edges of the reconstructed image. Diffuse optical tomography reconstructs the object but with reduced resolution because of the diffusive nature of near-infrared photon migration in tissue.
is included for comparison. In the case of x-rays, a collimated beam transilluminates the tissue, maintaining high spatial resolution, and the attenuation of the beam is measured. The measured attenuation is then backprojected into the tissue along the axis of the x-ray. For a simple object positioned in the center of the plane, we see that a single x-ray projection sharply defines the lateral boundaries of the object but does not localize the object along the x-ray propagation axis. Through the combination of additional measurements at different angles with respect to the object, it is possible to obtain a high-resolution image of the x-ray attenuating object within the tissue. Figure 8.3b shows the result from two orthogonal projections. The artifacts near the boundaries are reduced with additional projections.

Figures 8.3c and d show the results obtained with diffuse light by following the same backprojection procedure. The striking difference obtained with a single projection is that the boundaries of the object are not sharply defined, and the object appears to be near the sources and detectors where the sensitivity of the measurement is greatest. The first observation is an intrinsic limitation of imaging with diffuse light, while the second is an artifact of the backprojection procedure. Utilizing an additional orthogonal projection (Figure 8.3d), we see better localization of the absorbing object. We note that while the backprojection method provides quantitative images with x-ray CT, it is only an approximation for DOT. This difference results from the fact that the measured diffuse light has sampled a volume of tissue, as opposed to the measured x-ray that samples only along a line through the sample. The backprojection method, therefore, does not produce an image that optimally fits the experimental data. More sophisticated optimization is needed to obtain quantitative image reconstruction with diffuse light.

8.2.5 Theoretical Optical Sensitivity to the Brain

Photon migration theory models the propagation of light through tissue and enables the extraction of information about the tissue from measurements of remitted diffuse light. By using Monte Carlo techniques we can simulate the propagation of photons through tissue and obtain a spatial sensitivity map. In such simulations, individual photon trajectories are traced by sampling appropriate probability distributions for scattering events. After $10^5$ to $10^6$ photons are traced, quantities such as the fraction of photons reaching a particular detector or the spatial sampling of the tissue can be determined.

In our Monte Carlo model, the tissue is a three-dimensional volume with optical properties assigned to each voxel; source and detectors can be placed at any voxel. Photons are propagated until they exit the tissue, and the total pathlength in each tissue type is recorded for all photons reaching a detector. Only recently has the computational power become widely available for the practical use of Monte Carlo simulations. (One simulation typically takes 10 to 20 h on current high-end desktop systems.)

Figure 8.4 shows an anatomical MRI of a human head, segmented into five tissue types (air, scalp, skull, cerebral spinal fluid, and gray/white matter; see Reference 63), with a contour overlay indicating the photon migration spatial sensitivity profile for (a) continuous-wave, (b) 200-MHz modulation, and (c,d) pulsed measurements. One contour line is shown for each half-order of magnitude
FIGURE 8.4 Contour plots of the photon migration sensitivity profile in a 3D human head as determined from Monte Carlo simulations. Details provided in the text.

(10 dB) signal loss, and the contours end after three orders of magnitude in loss (60 dB). For the 3D Monte Carlo simulation, we assumed that $\mu'_s = 10 \text{ cm}^{-1}$ and $\mu_a = 0.4 \text{ cm}^{-1}$ for the scalp and skull, $\mu'_s = 0.1 \text{ cm}^{-1}$ and $\mu_a = 0.01 \text{ cm}^{-1}$ for the CSF, and $\mu'_s = 12.5 \text{ cm}^{-1}$ and $\mu_a = 0.25 \text{ cm}^{-1}$ for the gray/white matter. Note that the contours extend several millimeters into the brain tissue, indicating sensitivity to changes in cortical optical properties. The depth-penetration difference between the continuous-wave and 200-MHz measurements is difficult to discern. A ratio of the two sensitivity profiles (not shown) shows that the 200-MHz profile is shifted slightly towards the surface. The time domain sensitivity profiles suggest the possibility of obtaining greater penetration depths in the head from measurements made at longer delay times.

8.3 INSTRUMENTATION

Several technical solutions exist for implementation of NIRS and DOT, including time domain (TD), frequency domain (FD), and continuous-wave (CW) systems. TD systems\textsuperscript{57,64-67} introduce into tissue extremely short (picosecond) incident pulses of light that are broadened and attenuated (i.e., scattered and absorbed) by the various tissue layers such as skin, skull, cerebrospinal fluid (CSF), and brain. A TD system detects the temporal distribution of photons as they leave the tissue; the shape of this distribution provides information about tissue scattering and absorption. In FD systems,\textsuperscript{68-71} the light source is on continuously but is amplitude modulated at
frequencies on the order of tens to hundreds of megahertz. Information about the absorption and scattering properties of tissue is obtained by recording amplitude decay and phase shift (delay) of the detected signal with respect to the incident one.\textsuperscript{72} In CW systems,\textsuperscript{73-76} light sources emit light continuously as FD systems do but at constant amplitude or modulated at frequencies not higher than a few tens of kilohertz. These systems measure only the amplitude decay of the incident light and therefore do not provide sufficient information to quantify baseline absorption and scattering separately.

Each of these techniques has intrinsic advantages and drawbacks. TD systems can theoretically obtain the highest spatial resolution and can accurately determine absorption and scattering. Drawbacks include long acquisition times to achieve reasonable signal-to-noise ratios, a need to mechanically stabilize the instrument, and the large dimensions and high cost of the necessary ultrafast lasers.\textsuperscript{77} These drawbacks have limited the use of TD systems, but technological advances are beginning to make them more attractive.\textsuperscript{78}

State-of-the-art FD systems cover a wide range of applications for clinical use and can achieve considerably higher temporal resolution than TD systems. FD instruments are typically less expensive to build than TD systems but are still more expensive than CW systems, and they require more careful engineering and optimization to eliminate noise, ground loops, and RF-transmitter effects. While they are able to measure scattering effects, the noise in such measurements remains a significant issue.

CW technology can be engineered with relatively inexpensive and widely available components; a hospital pulse oximeter is an example of the small dimensions achievable for a CW NIRS instrument. The CW’s primary shortcoming compared to TD and FD systems is the inability to uniquely quantify the effects of light scattering and absorption.\textsuperscript{79} Despite their relatively minimal design requirements, commercially available systems until recently featured only a single detector (NIRO 500; see Reference 5) or had a restricted bandwidth (2 Hz: OXYMON, University of Nijmegen, see Reference 80). We are now seeing considerable development of CW technology to greater bandwidths and greater numbers of source and detectors.\textsuperscript{81-84}

It is likely that CW technology will quickly find widespread use among brain researchers because of its relatively low cost, portability, and ease of implementation and use compared to FD and TD systems while still displaying sensitivity to cerebral hemodynamic features. Arguably, a CW imaging system will also achieve the best signal-to-noise ratio at image frame rates faster than 1 Hz. For these reasons, we focus below on discussing basic instrument design of CW NIRS and DOT systems. While CW imaging techniques have the potential to provide quantitative images of hemodynamics changes during brain activation, quantitative imaging of baseline brain states is likely to be possible only with FD and TD methods because they provide time-delay and amplitude information.

\subsection{NIRS Instrument}

A basic NIRS system delivers light of preferably two or more wavelengths to a single position on the tissue and then collects and detects the diffusely re-emitted
light at one or more locations. Because the light must travel several centimeters through the scalp and skull to sample the adult human brain, it is necessary that light sources be chosen with sufficient power and in the wavelength range between 600 and 950 nm where light absorption is minimized. This typically requires using laser diodes, although filtered white light sources have also been successfully used in adult humans.59 The optical power incident on the tissue must be no more than 4 mW per 1 mm² for safe, long-term tissue exposure to laser light.55

To gain sensitivity to the brain in the adult human, detectors must be placed at least 2.5 cm from the source (less for babies, due to their thinner scalps and skulls), as the depth of sensitivity is roughly proportional to the source–detector separation. With such separations, the amount of light reaching the detector is on the order of 10 pW (an attenuation of 9 decades). Therefore, to obtain a decent signal-to-noise ratio at desired bandwidths of 1 Hz or greater, it is necessary to use high-sensitivity detectors: photo-multiplier tubes (PMTs), avalanche photodiodes (APDs), or CCD cameras.

Figure 8.5 shows a photograph of our CW NIRS system. The sources in this system are two low-power laser diodes emitting light at discrete wavelengths, typically 785 nm (Sanyo, DL7140-201) and 830 nm (Hitachi, HL8325G). These lasers are powered by a stabilized current, intensity modulated by an approximately 5-kHz square wave at a 50% duty cycle. Both diodes are driven at the same frequency but phase shifted by 90° with respect to one another. This phase encoding, known as an in-phase/quadrature-phase (IQ) circuit, allows simultaneous laser operation as well as separation of the contributions of each source to a given detector’s signal.

FIGURE 8.5 Photograph of the NIRS system and cap used to hold fiber optics on the head.
The system has four separate detector modules (Hamamatsu C5460-01), which are optically and electrically isolated from each other. Each module consists of a silicon avalanche photodiode (APD) with a built-in, high-speed, current-to-voltage amplifier and temperature compensation. The modules achieve a gain of typically $10^8$ V/W with a noise equivalent power of 0.04 pW/(Hz)$^{-0.5}$ resulting from the high detector sensitivity. The incoming signal at a given detector is composed of both source colors, which are separated by synchronous (lock-in) detection using the two source signals as a reference. The output of the decoding portion of the IQ circuit includes two signal components, corresponding to the two laser wavelengths. These two components are low-pass filtered at 20 Hz and digitized by a computer.

8.3.2 Imaging Instrumentation

Conceptually, an imaging instrument is a simple extension of a NIRS system to include more sources and detectors. Adding more detectors is straightforward because each detector operates independently, without interaction with the other detectors. The sources, on the other hand, introduce light into the tissue and detectors can only detect the total amount of light present at a given time. Thus, in order to assign light received at a detector properly to each individual source, the source light must be encoded.

Several encoding strategies exist: time sharing, time encoding, and frequency encoding. Time sharing is the easiest to implement. In this scheme, each source is turned on, one at a time, long enough for the detectors to acquire a decent signal (typically 10 to 100 msec). Large numbers of sources give rise to slow image frame rates and temporal skew between sources. Time encoding overcomes the temporal skew problem by switching between sources at a much faster rate (100 µsec or faster) but integrating the signal from each source over several switch cycles (e.g., the same 10 to 100 msec) and resulting in roughly the same image frame rate as with time sharing. Finally, frequency encoding turns all sources on at the same time but modulates the intensity of each one at a slightly different frequency. The individual source signals are then discriminated at the detector by employing simple analog or digital band-pass filters at the frequencies of source modulation. While the duty cycle in this scheme is maximized, the effective dynamic range of the system is limited by the fact that all sources are on at the same time. That is, it can be difficult to detect a distant source several orders of magnitude weaker than a source close by, given that each detector has a fixed dynamic range (typically three to four orders of magnitude).

Figure 8.6 shows a block diagram and photograph of our DOT imaging system with 18 lasers and 16 detectors. This system is being extended to 32 lasers (intensities driven at 32 different frequencies) and 32 detectors. At present, the 18 lasers are divided into 9 lasers at 785 nm (Sanyo, DL7140-201) and 9 lasers at 830 nm (Hitachi, HL8325G), although they can be divided among as many different wavelengths as desired. The detectors are avalanche photodiodes (APDs, Hamamatsu C5460-01). A master clock generates the 18 distinct frequencies between 4.0 and 7.4 kHz in approximately 200-Hz steps. These frequencies are then used to drive the individual lasers with current stabilized square-wave modulation. Following each APD module
is a bandpass filter with a cut-on frequency of \(~500\) Hz to reduce 1/f noise and the 60-Hz room light signal and a cut-off frequency of \(~10\) kHz to reduce the third harmonics of the square-wave signals. After the bandpass filter is a programmable gain stage to match the signal levels with the acquisition level on the analog-to-
digital converter within the computer. Each detector is digitized at \(~40\) kHz and the individual source signals are then obtained by use of a digital bandpass filter — for example, a discrete Fourier transform or an infinite impulse–response filter.

8.4 NIRS AND DOT EXPERIMENTS

8.4.1 NIRS DOT PARADIGM

To demonstrate that such an instrument has the ability to measure cerebral hemodynamic signals in humans noninvasively, we conducted simple experiments with young, healthy volunteers. A basic motor protocol was chosen to investigate the recordability of optical signals from the brain and to allow comparison with validated findings of deoxyhemoglobin and volume changes found in fMRI studies. Either two NIRS systems were used in parallel to record time-locked signals from two separate but broad regions of the brain or our newer DOT imaging system was used. In the NIRS experiments, the multiple detectors were used primarily to simplify the localization process. All subjects consented to the experimental procedure, which was approved by the Massachusetts General Hospital institutional review board.

The positions of the optodes were separately determined for each paradigm so as to cover an area over the cortex activated by similar fMRI studies.\(^{11,85-89}\) Figure 8.7 depicts the optode placement relative to the international 10-20 system.\(^{90,91}\) To couple the fibers to the head, we used a flexible plastic spine as the substrate to which
we attached the fibers. Side-firing fiber bundles (3-mm core diameter) were developed to maintain a low profile on the scalp and to minimize motion artifact. Simple SMA connectors achieved coupling of the sources and detectors to the instrument. Figure 8.5 shows an image of the setup with the cap attached to a head-phantom.

At the start of the experiment, the subject remained seated in a chair while the cap was put on. No gel or special hair treatment was required except to wiggle the fibers through the hairs to improve the contact with the skin. The first subject was simply asked to close his eyes and relax during two 40-sec recording periods. For the first period, the subject sat upright in a chair; for the second, the subject was asked to lie supine. The purpose of these two recordings was to see what physiological variables could be recorded by the instrument in a simple resting baseline condition. Another subject in the supine position was asked to perform a four-finger flexion and extension task. The task was to flex and extend the four fingers of a designated hand for 15-sec blocks, alternated with 15-sec periods of rest, paced at 3 Hz by visual stimuli on a computer monitor. Signals were recorded continuously for 315-sec runs (10 active periods, 11 resting periods) from the region surrounding C3 and C4 (international 10-20 system designations).

Data acquisition for the DOT experiments was similar. The subject was first fitted with the optical cap (fibers again attached to a plastic substrate, anchored to a well-secured headband), and positioned supine. Again, visual stimuli paced the four-finger flexion and extension task, with optical recordings beginning 30 sec prior to the onset of stimuli.
FIGURE 8.8 Results from 40 sec of recording during an eyes-closed resting condition in a subject while in a sitting position (top) and supine (bottom). Optical density changes observed from the 830-nm laser are shown. In both traces, heart pulsations are clearly evident. In the sitting case, a second, high-amplitude periodicity of ~0.1 Hz is also evident, while it is essentially absent in the supine position (see text).

8.4.2 NIRS Results

8.4.2.1 Brain Recording Experiments

Baseline Recording: Figure 8.8 shows the observed amplitude modulations from a single subject during two different baseline conditions (in optical density units). The top trace — with data gathered at 830 nm from approximately location C3 in the international 10-20 system — shows 40 sec of eyes-closed baseline while the subject was seated upright. The bottom trace is from the same subject, again eyes-closed baseline, but while lying supine. Heart pulsations are clear in both records, while in the upright case an additional high-amplitude oscillation of ~0.1 Hz appears. The frequency of this periodicity corresponds to the Mayer wave — a systemic blood pressure oscillation more prominent when standing or sitting than when lying down.92,93 Further investigation is needed to fully characterize this signal and verify its source.

Motor Task: The data gathered from a single detector (again sampling from approximately location C3) for the motor task appear in Figure 8.9 for a supine subject. The horizontal bar indicates the period of motor activity, while the upper
and lower traces show the change in HbO and Hb (respectively) from the rest period. These traces involve no averaging, only a boxcar smoothing function with a 2-Hz bandwidth. The expected hemodynamic response for this task, based on previous fMRI experiments, would be an increase in HbO (and concomitant decrease in Hb) starting ~3 sec after motor activity onset, peaking around 6 to 9 sec post-onset, and decaying to baseline some 7 to 11 sec following the cessation of motor activity. Both optical time courses match this profile. Also noteworthy is that the MBL, Equation 8.4, has segregated the pulsatile changes in the optical signal more or less exclusively to the HbO signal, and the activity-induced change in this signal is approximately a factor of 4 larger in magnitude than the observed change in Hb. For the MBL analysis we assumed that the differential pathlength factor was equal to 6 at each wavelength.

### 8.4.3 Imaging Result

For the DOT experiment, the arrangement of the 9 sources and 12 detectors spanning the subject’s left and right hemispheres is shown in Figure 8.10a. Fifteen seconds of rest data were collected, followed by 8 blocks of 15 sec of right-finger extension and flexion and 15 sec of rest. This 255-sec run was repeated twice: once with visual
FIGURE 8.10 Images of motor activation obtained with a continuous-wave diffuse optical tomography system with 9 sources and 12 detectors (a). The images reconstructed at 785 nm for a 1- and 3-Hz finger flexion and extension are shown in (b) and (c). (d) shows the time course of the absorption change in the region-of-interest (ROI) shown in (c).

Cues guiding a 1-Hz extension and flexion, and once with 3 Hz. Images were reconstructed in a single plane with Tikhonov regularization, using a regularization parameter of $\alpha = 0.8$, assuming that the head was flat and spatially uniform (i.e., semi-infinite homogeneous space) and that the activation occurred in a single plane 2 cm deep in the brain. The assumption of activation in a single plane will project all activity above and below it into the plane, causing image artifacts. Likewise, the assumption of a flat head will introduce model errors, resulting in image artifacts.
For these reasons, the images are considered qualitative and preliminary, as the magnitude of the errors introduced by the assumptions is as yet unexplored.

The images reconstructed from the block averaged data from 1- and 3-Hz stimulation are shown in Figure 8.10b and c, respectively. These images show absorption changes at 785 nm at the end of the stimulation block prior to signal recovery to baseline. The observed spatial patterns are qualitatively similar, with stronger amplitude modulation in the 3-Hz image. Based on the anatomical MRI, the posterior activations roughly correspond to primary sensorimotor cortex and show a typical pattern of stronger activation on the left (contralateral to movement) than on the right (ipsilateral) side. The left anterior activation corresponds roughly to premotor cortex (Brodmann area 6) and shows less lateralization, in keeping with the more bilateral interconnectivity of premotor cortex. In Figure 8.10d we show the time course of the absorption change at 785 nm in response to activation in the region of interest indicated in Figure 8.10c. As is expected for functional activation, the onset of the absorption change is delayed by 2 to 3 sec and time-to-peak is between 5 and 9 sec. Furthermore, the amplitude is observed to be a factor of 3 greater at 3 Hz than at 1 Hz.

At this stage the data are too preliminary to extract oxy- and deoxyhemoglobin concentration changes from the signal. Confidence in the imaged concentrations will come with further development and validation of the methodology, in particular with a better understanding of the image reconstruction accuracy. Our initial exploration of the image accuracy indicates that the presented measurement geometry is too sparse for obtaining accurate image magnitudes (and thus concentrations) with the present reconstruction algorithms. Accuracy can be improved with a denser measurement geometry or improved reconstruction algorithms.

8.5 FUTURE DIRECTIONS

Given the relative immaturity of DOT as an imaging modality, a broad spectrum of future directions remains open to inquiry. At one end of the spectrum lies the important theoretical work on light diffusion through inhomogeneous media and improved methods for 3D-image reconstruction. Such work will help improve the spatial and quantitative nature of the data obtainable from DOT. At the other end of the spectrum lie the clinical applications such as monitoring patients for signs of stroke or low oxygen saturation, especially in a bedside setting. In between the theoretical and clinical realms lies the ground of our most recent efforts. This work involves validation and comparision of DOT with other imaging modalities (e.g., EEG and fMRI) and, more importantly, the synergy generated by simultaneous application of two or more brain-monitoring technologies.

8.5.1 QUANTITATIVE ACCURACY

On the theoretical side, the Modified Beer–Lambert Law (MBLL), discussed earlier, is a common method for calculating Hb and HbO concentrations from optical signals, with known pitfalls. Implementation of this model requires a value for the differential
pathlength factor (DPF) for each wavelength (Equation 8.3). The DPF is simply a scaling factor transforming the source–detector separation into a measure of the average path length that each wavelength of light takes through the tissue from source to detector. While the DPF can be measured by using FD and TD optical systems, the complexity and cost of such systems often prohibits DPF measurement for each subject prior to functional recording. When using a CW system, one has to rely on previously tabulated DPF values. This approach suffers from uncertainties in the DPF, which varies between people and tissue types and with age. Alternatively, one can calibrate the DPF against the cardiac-induced arterial pulsation, but this requires an accurate measurement of the cardiac pulsation within the optical signal, which is not always achievable. The greatest concern with using the MBLL is that it assumes that changes in the hemoglobin concentrations are spatially uniform over the measurement sampling volume.

During functional brain imaging, however, changes in optical properties result from localized changes in the blood oxygenation and blood volume within the brain; that is, the changes are not uniform over the measurement sampling volume. This is most clearly understood by considering the geometry involved in noninvasive measurements. In an adult human, the first layer of tissue is 0.5 to 1 cm of scalp, followed by 0.5 to 1 cm of skull, followed by a thin layer (0 to 2 mm) of cerebral spinal fluid and, finally, the gray and white matter of the brain. Functional activation changes occur primarily in the cortex, the outermost layer of the brain, and are therefore up to 2 cm below the source and detector. Thus, light traveling from the source to the detector will at best encounter the functional change over only a very small portion of the optical sampling volume, even for a spatially large activation. Such local changes violate the MBLL assumption of a global change and thereby introduce an error reminiscent of partial volume averaging.

With fMRI, for example, the signal from a given voxel is a weighted average of all the changes occurring within that voxel. Because of this, a 50% signal change restricted, for example, to half of the voxel will produce a 25% change in fMRI signal for that voxel. It is clear that this type of error will always produce an underestimate of the signal change when the change is assumed to be global to the sampling volume (as is done with the MBLL analysis). Similarly, a functional change in Hb and HbO concentrations within the optical sampling volume will be underestimated when the change is assumed to be global but is actually focal in nature. Furthermore, if the partial volume effect is different for each wavelength, it could lead to cross-talk in the determination of oxy- and deoxyhemoglobin concentration changes.

The cross-talk produced by the differential wavelength partial volume effect needs further investigation to better understand the significance of the error in interpretation of optical signals. For instance, anecdotal evidence suggests that cross-talk can be significant when using 785 and 830 nm but less significant when using 760 and 830 nm. The difference may arise from the differing sensitivity that each wavelength pair has to the change in oxygen saturation of the hemoglobin. In addition, better models can be employed for analyzing the experimental data. These models would attempt to consider the focal nature of the hemodynamic change when analyzing the data, as is done by DOT.
8.5.2 MRI–DOT Synergy

As we have discussed, DOT has the potential to provide quantitative measures of deoxyhemoglobin (Hb) as well as oxyhemoglobin (HbO), provided partial volume errors can be minimized. If the tissue anatomy is known, then DOT will have an easier job determining the optical properties of the different structures and characterizing any regional activation. The anatomical data obtainable via MRI can provide just such data, resulting in a synergetic relationship between MRI and DOT.\textsuperscript{101-103}

To see how this synergy develops, consider the following sequence of events. First, we acquire anatomical MRI scans that (1) help localize our optical probes with respect to the underlying brain anatomy and (2) can be used to segment the head into a variety of tissue types (typically air, scalp, skull, cerebral spinal fluid, and white and gray matter). The segmented head can then be used for Monte Carlo studies in photon diffusion to determine the DOT instrument’s sensitivity to various tissue types and depths. The functional MRI data, once processed to provide functional maps, can also provide an estimate of the spatial extent and magnitude of the hemodynamic changes due to functional challenge.

These estimates can, of course, be used to compare the functional sensitivity of DOT with fMRI. More importantly, however, these estimates can also be used as a model of optical changes that would allow more accurate quantitation of the Hb and HbO changes during functional challenge. This way, simultaneous MRI and CW-DOT recordings have the potential to provide more accurate spatial localization of an activation and absolute quantitation of the Hb and HbO changes found there — something impossible with either technique alone.

A first step toward merging MRI and DOT is to examine simultaneously acquired fMRI and NIRS time courses from spatially co-registered locations. Figure 8.11 shows an example of this comparison for a single subject performing the unimanual motor task described earlier. The fMRI signal is showing a percent change in the deoxyhemoglobin concentration (positive percent represents a decrease in concentration of unknown absolute magnitude). The NIRS signal, on the other hand, shows the relative concentration changes in oxy- and deoxyhemoglobin. Qualitatively, the signals are similar.

The next step toward combining MRI and DOT is to examine spatial correspondences in the diffuse optical image and the fMRI, completing an analysis of the spatial–temporal correlation of the two methods. One can then proceed to use the anatomical information provided by the MRI to obtain more accurate estimates of where the light has sampled within the head, using the Monte Carlo method described earlier. With these better estimates of the photon migration sensitivity profile, one can expect to obtain a more accurate characterization of the spatially varying optical properties within the medium.

This synergy work is still at a very early stage. Although further developments and computational refinements are definitely necessary, this approach promises to provide accurate, quantitative measures of Hb and HbO changes in brain tissue — something heretofore lacking from both imaging modalities. Combining this quantitative information with the spatial detail of simultaneously acquired fMRI will
FIGURE 8.11 Time series plots for a subject performing the 3-Hz, right-hand, four-finger flexion and extension. Top: the fMRI signal averaged across all significantly activated pixels within contralateral (left) primary motor cortex. Vertical bars indicate the onset of motor activity; offset occurred 15 sec later. Bottom: NIRS signals from the optode sampling the region closest to the significant fMRI activation region, time-locked with the fMRI signal. The top curve shows changes in [HbO], in arbitrary units (a.u.), and the bottom curve shows changes in [Hb].

result in a more complete and accurate picture of the hemodynamic changes and a better understanding of the brain’s response to functional challenge.

8.5.3 Imaging Newborn Babies

In a more clinical domain, Hintz et al.\textsuperscript{104} have demonstrated that DOT can be used bedside in the neonatal intensive care unit to measure brain activation in response to passive motor stimulus. An illustrative result of their work with an earlier version of our DOT imaging system is reproduced in Figure 8.12. For the study presented in this figure, the patient was a 33-week estimated gestational age infant. The infant was quiet and asleep but not pharmacologically sedated or paralyzed. The patient had normal heart rate and \textsuperscript{2}O\textsubscript{2} saturation by pulse oximetry during the approximately 40-min study period. The probe used for this study was 3 × 6 cm and was placed in true midline position in the area that corresponded to the motor cortex. Baseline data were collected for 20 sec, at which point the patient’s right arm was flexed and extended at the elbow. The data for each image were collected over a 5-sec interval. Data were collected at 780 and 830 nm.

As seen on the second row of images, there are clear increases in absorbance seen at 830 nm, indicated by the increase in yellow to red color, but also, as seen in the first row of images, much greater absorbance at 780 nm. Taken together, these data indicate an increase in blood flow to the imaged area but an overall increase
FIGURE 8.12 Time-series images at 780 and 830 nm presented every 5 sec following onset of a passive motor-sensory task whereby the baby's right arm is flexed ~30° once a second for 30 sec. Darker area indicates increased absorption. A greater absorption increase is seen at 780 than at 830 nm. The arrangement of the nine sources at each of the two wavelengths and the 16 detectors is shown as the overlay on a drawing on the baby's head. The probe spans the left and right hemispheres. The time course of the absorption change in focal activation in the contralateral hemisphere is shown, along with the corresponding changes in hemoglobin concentrations.

in deoxyhemoglobin concentration, as well. A graphic representation of the greater absorbance at 780 vs. 830 nm is seen in Figure 8.12, along with the indicated increase in deoxyhemoglobin.

This work demonstrates the feasibility of using DOT for imaging brain activation in the infant brain. This same technology can be equally applied to young children. Both of these populations have traditionally been difficult to study with any other neuroimaging methods because of extreme sensitivity to motion artifacts. DOT is less sensitive to motion artifacts for two main reasons: 1) as opposed to EEG, DOT is not as sensitive to muscular activity and 2) the DOT imaging probe can be made lightweight and moves with the subject's head.

8.6 SUMMARY

The rapidly growing literature from the past ten years clearly demonstrates the ability of near-infrared spectroscopy to noninvasively measure cerebral hemodynamic changes in response to stimuli. Furthermore, the literature is growing in support of the unique ability of NIRS to measure metabolic (cytochrome oxidase) and neuronal (fast optical scattering changes) signals. NIRS is unique as a neuromonitoring and neuroimaging technique because it is the only method that can potentially measure
hemodynamic, metabolism, and neuronal signals simultaneously. Furthermore, the technology is relatively inexpensive and portable, allowing studies of brain activation in populations not easily studied in the past, such as babies and children and freely behaving paradigms.

The application to brain imaging of diffuse optical tomography, the imaging extension of NIRS, is in its infancy. Its sensitivity to cerebral signals is identical to NIRS (because they are the same measurements), but the algorithms used for reconstructing images need further investigation as do the technological advancements of instrumentation and probes for securing optical fibers to the head. Early results are nonetheless encouraging, as they demonstrate that spatial–temporal signals of brain activation can be imaged with a subsecond temporal resolution. While the images presented here are of the intrinsic absorption changes at 785 nm, with further algorithm development and careful selection of optical wavelengths, it will become possible to reconstruct accurate images of the concentration changes in oxy- and deoxyhemoglobin.

This is an exciting time to be working on the theoretical, instrumental, and experimental aspects of diffuse optical tomography.
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