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Non-Invasive Neuroimaging Using Near-Infrared Light

Gary Strangman, David A. Boas, and Jeffrey P. Sutton

This article reviews diffuse optical brain imaging, a
technique that employs near-infrared light to non-inva-
sively probe the brain for changes in parameters relating
to brain function. We describe the general methodology,
including types of measurements and instrumentation
(including the tradeoffs inherent in the various instrument
components), and the basic theory required to interpret
the recorded data. A brief review of diffuse optical
applications is included, with an emphasis on research
that has been done with psychiatric populations. Finally,
we discuss some practical issues and limitations that are
relevant when conducting diffuse optical experiments. We
find that, while diffuse optics can provide substantial
advantages to the psychiatric researcher relative to the
alternative brain imaging methods, the method remains
substantially underutilized in this field. Biol Psychiatry
2002;52:679–693 © 2002 Society of Biological Psychia-
try
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Introduction

Neuroimaging Methods

Several non- or minimally-invasive neuromonitoring
techniques for examining functional brain activity are

currently available to the psychiatric researcher and clini-
cian. Historically, electroencephalography (EEG) was the
first to appear on the scene, followed by other technologies
including positron emission tomography (PET) and single-
positron emission computed tomography (SPECT), mag-
netoencephalography (MEG), and most recently func-
tional magnetic resonance imaging (fMRI). These
methods are often categorized in terms of whether they
provide direct or indirect information about brain function.
Direct methods include MEG, EEG, and event-triggered
EEG (also called event related potentials; ERPs), each of
which monitors a direct consequence of brain electromag-
netic activity. In particular, EEG and ERP record the

electrical fields generated by neuronal activity, while
MEG records the magnetic fields induced by such activity.
PET, SPECT and fMRI, on the other hand, are indirect
methods in that they generally monitor hemodynamic
changes consequent to brain electrical activity. PET and
SPECT brain imaging operate by monitoring the decay of
blood-borne radioactive isotopes as they pass through the
brain. FMRI, in contrast, detects changes in the local
concentration of deoxyhemoglobin via its effect on im-
posed magnetic fields. While each of these techniques has
its own distinct advantages, at present the direct methods
tend to have limited spatial resolution, whereas the indirect
methods can only detect neuronal activity after it has been
filtered by a complex and poorly-understood neurovascu-
lar coupling function.

Diffuse Optical Methods

A lesser-known technology for monitoring brain function
capitalizes on the absorption and scattering properties of
near-infrared light to provide information about brain
activity. It was long thought that the scattering of light by
tissue made it impossible to recover information from
anything but the most superficial layers of tissue (e.g.,
microscopy). Indeed, most long-standing optical tech-
niques in use in the neurosciences are for superficial
tissues only (Villringer and Chance 1997). Some 25 years
ago, however, it was discovered that useful information
could be obtained from thick tissue samples, including
brain monitoring using light applied to and detected from
the scalp (Jobsis 1977). This finding spurred the develop-
ment of diffuse optics as a technique for human brain
monitoring. The technique goes variously by the names of
near-infrared spectroscopy (NIRS), diffuse optical tomog-
raphy (or topography; DOT) and/or near-infrared imaging
(NIRI). All of the techniques are based on essentially the
same concept—shine light onto the scalp, detect it as it
exits the head, and use the absorption spectra of the light
absorbing molecules (chromophores) present in tissue to
interpret the detected light levels as changes in chro-
mophore concentrations.

To compare the spatial and temporal sensitivity of these
various brain imaging techniques, we present Figure 1,
modeled after a similar figure by (Churchland and
Sejnowski 1988). It is clear that MEG and ERPs are strong
in temporal sensitivity but relatively weak in terms of
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spatial sensitivity. In contrast, fMRI, PET and SPECT are
stronger in spatial sensitivity but weak in terms of tempo-
ral resolution. Diffuse optical techniques, in comparison,
can provide excellent temporal sensitivity as well as
reasonable spatial sensitivity. When multiple colors of
light are used, moreover, spectroscopic information about
the sampled tissue also becomes available, thereby afford-
ing the promise of quantifying the concentrations of the
various hemoglobin species-oxyhemoglobin, deoxyhemo-
globin, and the sum of these (total hemoglobin, which is
proportional to blood volume).

In addition to hemoglobin-based measures of brain
activity, diffuse optical techniques also make non-hemo-
globin-based measures feasible. For example, by record-
ing data from several wavelengths simultaneously, one can
measure other tissue chromophores, including cytochrome
oxidase. As a marker of metabolic demands, cytochrome
oxidase measurements can provide more direct informa-
tion about neuronal activity than hemoglobin changes
(Heekeren et al 1999; Jobsis et al 1977). There is also
evidence to suggest that diffuse optical methods can detect
cell swelling that occurs in the 50–200 milliseconds
following neuronal firing, which would be an even more
direct measure of neuronal activity than the hemodynamic
or metabolic markers (Gratton and Fabiani 2001; Stein-
brink et al 2000; Stepnoski et al 1991). This type of “fast”
signal appears to be significantly smaller than the hemo-
dynamic signals (on the order of a .01% signal change).
With sufficiently fast and sensitive electronics, however,
such signals could be feasibly recorded by the same
equipment as the hemodynamic signals. (The spatial

correspondences between these various signals remain to
be investigated.) Thus, diffuse optical techniques may be
simultaneously capable of providing both indirect and
more direct methods of neuronal activity monitoring-
complementary sources of information about brain func-
tion.

The primary advantages of the optical approach, how-
ever, lie in areas not explicitly represented by Figure 1. In
particular, the instrumentation—which is completely non-
invasive—can be made portable, unobtrusive, low-cost,
low-power, and can even be made robust to motion
artifacts (e.g., Totaro et al 1998). For the psychiatric
researcher, these additional strengths can bring otherwise
previously unthinkable projects into the realm of possibil-
ity. For example, with proper fiber coupling, extensive
movement can be tolerated, opening up the possibility of
studying infants, small children, patients with severe
movement disorders, or other highly animated subjects,
without sedation. The portability and near-zero run-time
cost of the instrument affords bedside (or home) monitor-
ing for extended periods, which could be useful for
monitoring the effects of slowly acting drugs, or slowly
evolving pathologies. And, the fact that near infrared light
is non-ionizing means that there is no limit to the number
of scans one can undergo.

Figure 1. Comparison of the spatial and temporal sensitivities of
six non- or minimally-invasive neuroimaging methods.

Figure 2. Absorption factors for the primary light absorbers
(chromophores) in biological tissue in the near-infrared wave-
length range (HbR, deoxyhemoglobin, HbO2, oxyhemoglobin).
The relatively low absorption factors between roughly 650 and
950 nm provide an “optical window” in tissue through which one
is able to see changes in oxy- and deoxyhemoglobin deep within
tissue, including the head.
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The “Optical Window”

Diffuse optical recordings depend on two critical charac-
teristics of the electromagnetic spectrum as it interacts
with biological tissue. First, while biological tissue is
relatively opaque to visible light, it is not totally opaque,
as demonstrated by a simple experiment. Darken a room,
shine a flashlight through your hand and notice that the
white light from the flashlight exits with a red hue,
indicating that the tissue least absorbs the redder wave-
lengths. Near-infrared (NIR) light—from approximately
650–950 nm—is even more weakly absorbed by tissue
than the red wavelengths (Figure 2). As a result, this range
of wavelengths is often called an “optical window” into
biological tissue. This property allows light of these
wavelengths to penetrate several centimeters through tis-
sue and still be detected.

The second critical characteristic of NIR light as it
interacts with biological tissue is also apparent in Figure 2.
The two dominant chromophores for the NIR wavelength
range just happen to be two biologically relevant markers
for brain activity: oxyhemoglobin (HbO2) and deoxyhe-
moglobin (HbR). Thus, NIR wavelengths pass relatively
easily through tissue, and their absorption can provide
information relevant to brain function.

Having described what makes the technique possible,
we next discuss the methodology details, including the
types of measurements one can make, the nature of diffuse
optical monitoring equipment, and the basic underlying
theory necessary for data interpretation. We will then
review brain research applications of diffuse optical tech-
niques—with an emphasis on psychiatric patient groups—
and will finally discuss the practical issues presently faced
by optical researchers.

Methods and Materials

Types of Diffuse Optical Measurements

The amplitude of the recorded signal in a diffuse optical
measurement is determined by two factors: (i) absorption
of light by the tissue, and (ii) light scattering within the
tissue. An increase in either factor results in a decrease in
detected light levels, and a corresponding decrease in
signal. The goal of diffuse optical measurements is to
detect such changes and, in some cases, determine whether
the change was due to a change in absorption or scattering
by the tissue under investigation. As mentioned, absorp-
tion changes are predominantly driven by changes in
hemoglobin concentrations. When a diffuse optical probe
is placed on the head, the observed hemoglobin changes
reflect underlying brain activity (Kleinschmidt et al 1996;
Villringer et al 1997). Scattering changes, in contrast, have
a less clear relevance to the psychiatric researcher in large

part because the sources of scattering changes within the
head are only partly understood. For example, scattering
may be higher in regions with dense fiber tracts (differ-
ences thereby being observable across subjects or evolving
over time). However, the importance of scattering changes
to normal and diseased brain activity and baseline states
remains to be investigated in detail. Presently, most optical
brain monitoring experiments simply assume scattering
remains essentially constant during the experiment and
that all observed signal fluctuations are due to changes in
absorption.

Three main categories of diffuse optical measurements
have been developed: time domain, frequency domain and
continuous wave measurements (Table 1). Time domain,
or time-resolved, systems introduce into tissue extremely
short (picosecond) incident pulses of light, which are
broadened and attenuated by the various tissue layers (e.g.,
skin, skull, cerebrospinal fluid and brain). A time domain
system detects the temporal distribution of photons as they
leave the tissue, and the shape of this distribution provides
information about tissue absorption and scattering. In
frequency domain systems, the light source shines contin-
uously but is amplitude-modulated at frequencies on the
order of tens to hundreds of megahertz. Information about
the absorption and scattering properties of tissue are
obtained by recording the amplitude decay and phase shift
(delay) of the detected signal with respect to the incident
signal (Chance et al 1998). In continuous-wave (CW)
systems, light sources emit light continuously, like fre-
quency domain systems, but at constant amplitude, or
modulated at frequencies not higher than a few tens of
kilohertz (which provides stray-light rejection). CW sys-
tems measure only the amplitude decay of the incident
light.

Each of these techniques has intrinsic advantages and
drawbacks, the characteristics of which are outlined in
Table 1. The choice of measurement mode is basically
determined by the type of information one needs to collect.
For the psychiatric researcher interested in monitoring
brain function changes over time, a frequency domain or
continuous wave instrument would typically be sufficient;
the added spatial specificity of time domain instruments
and the ability to separate absorption and scattering effects
is not clearly necessary for such measurements.

Point Measurements vs. Imaging

Each of the three instrument types can in theory be
deployed in either point measurement or imaging config-
urations. Fundamentally, the difference between a point-
measurement instrument and an imaging instrument lies
merely in the number and geometrical arrangement of
sources and detectors. In particular, a point-measurement
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instrument requires only one source location and one or
more detector locations. In contrast, a true imaging instru-
ment requires that each detector be able to detect light
from two or more source locations.

Consider first the spectroscopy (NIRS), or point mea-
surement, instrument (Figure 3A). As seen in Figure 2, the
two dominant absorbers in tissue for the NIR wavelength
range are HbO2 and HbR. Because the absorption coeffi-
cients of these two species are always roughly the same
order of magnitude in the NIR range, any measurement at
a single wavelength will be significantly affected by
changes in the concentration of either of the two species,
confounding the interpretation of any single measurement.
However, as alluded to earlier, simultaneous measure-
ments made at two wavelengths can be used to separate
the two types of changes, resulting in simultaneously
acquired concentration changes for both HbO2 and HbR.
A NIRS instrument for brain recordings will therefore
emit light at two (or more) wavelengths through a source
optical fiber into the head, and measure the exiting light
for each wavelength at a detector location some distance
away. Three or more wavelengths can be used either to (i)
improve the measures of HbO2 and HbR, or (ii) extract
changes in other, less-absorbing species such as water,
and/or cytochrome oxidase (Heekeren et al 1999; Matcher
et al 1994). All of this can be accomplished with just one
(multi-color) source location and one detector location.

An imaging instrument, in contrast, requires multiple
source and detector locations arranged in such a way so as
to provide overlapping measurement sensitivities (Figure
3B). The overlapping measurements can be mathemati-
cally combined, in a self-consistent way, to generate a
spatial image of changes in remitted light over time
beneath the probe (Arridge 1999; Arridge and Schweiger
1997). If data from multiple colors are simultaneously

gathered at every detector location, spectroscopic images
(images of both HbO2 and HbR) can be generated.

Instrumentation Components

To evaluate the appropriateness of optical instrumentation
for a given application requires some understanding of the
components that comprise such an instrument. Any diffuse
optical instrument will require, at a minimum, three

Table 1. Characteristics of the Three Main Types of Diffuse Optical Measurements

Measurement
Type Advantages Disadvantages Example Uses References

Time domain Spatial resolution
Penetration depth
Most accurate separation of

absorption and scattering

Sampling rate
Instrument size/weight
Stabilization/cooling
Cost

Imaging cerebral oxygenation
and hemorrhage in
neonates, breast imaging

(Benaron and Stevenson 1993;
Chance et al 1988; Hebden
et al 1997)

Frequency domain Sampling rate
Relatively accurate

separation of absorption
and scattering

Penetration depth Cerebral and muscle
oximetry, breast imaging

(Franceschini et al 2000;
Gratton et al 1997; Jiang et
al 1995; Pogue and
Patterson 1994)

Continuous wave Sampling rate
Instrument size, weight and

simplicity
Cost

Penetration depth
Difficult to separate

absorption and scattering

Finger pulse oximeter
Functional brain experiments

(as per fMRI)

(Nioka et al 1997; Schmitz et
al 2000; Siegel et al 1999)

fMRI, functional magnetic resonance imaging.

Figure 3. Two example continuous-wave optical instruments.
(A) An example NIRS experimental setup, including 2 instru-
ments, optical fibers for conducting light to and from the head,
and a recording computer. Each instrument provides two light
colors (690 and 830 nm) and four avalanche photodiode detec-
tors, affording four separate spectroscopic point-measurements.
(B) An example DOT instrument, consisting of sixteen detectors
(top two rows of connectors), and eighteen laser sources (bottom
four rows of connectors). Sources are modular, but typically
consist of nine 690 nm lasers and nine 830 nm laser diodes. With
an appropriate geometrical arrangement of sources and detectors
(top), image reconstruction becomes possible. NIRS, near–
infrared spectroscopy; DOT, diffuse optical tomography.
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primary components: a NIR light source, a detector, and
electronics for the two. The ideal light source provides
multiple discrete NIR wavelengths each at relatively high,
tunable power—a type of light source that does not
presently exist. Instead, one of three types of light sources
is typically used to provide sufficient NIR light for diffuse
optical monitoring of brain, as shown in Table 2. Gener-
ally speaking, the source tradeoffs depend on two factors:
the need for discrete wavelengths and the need for more
power. Power is important because detected signals are
typically on the order of 10 pW for a source-detector
separation of 4 cm, or a loss of 7–9 orders of magnitude in
light power. Increasing power can help compensate for
this loss, within the safe exposure limits (see Safety
Considerations, below).

Detectors form the next critical component of a diffuse
optical instrument. Fundamentally, the detection of the
extremely low light levels leaving the head requires
sensitive detectors, and the four broad classes of optical
detectors that are presently in use are outlined in Table 3.
The choice of detector is dependent on the particulars of
the application. In neuroimaging, as with optical imaging
of deep tissue in general, highly sensitive detectors are
essential and speed is often highly valued. This suggests
the use of PMTs or APDs, respectively. (Though SPDs
have been used effectively and are better for use in
applications requiring a wide range of incident flux.)
Where many wavelengths are desired, CCDs are often
used in conjunction with a white light source. The remitted
light can be dispersed by a prism onto the CCD, which

allows the simultaneous detection of many wavelengths
and easily varied spectral resolution.

The final component in a diffuse optical device is the
electronic hardware. While the details of the electronics
will be of minimal importance to the psychiatric re-
searcher, an understanding of what the electronics must
achieve is useful for instrument evaluation. Any given
detector is sensitive to all wavelengths of light, and there
usually are many source colors and/or source locations to
be monitored by any given detector. The electronics must
therefore be engineered to allow separation of the various
colors and locations. This is achieved in multiple ways.
With a CCD camera, separation is achieved spatially, by
dispersing light colors across the surface of the detector.
The other detectors require modulating and/or multiplex-
ing the sources and then decoding the detector signal so
that the colors and locations can be monitored without
generating so-called “cross-talk” interference with one
another, whereby light from one source is actually inter-
preted as coming from another source. Minimizing cross-
talk can be achieved by time-sharing sources (turn only
one on at a time), or various multiplexing schemes (I-Q
modulation (Siegel et al 1999); or frequency modulation
or time-division multiplexing (Boas et al 2002)). Gener-
ally speaking, the electronic needs for an optical instru-
ment are minimal and could easily be loaded onto a single
digital signal-processing chip. The overall instrument size,
therefore, is determined predominantly by the size of the
detectors plus the light sources, as well as the power
supply required to stably drive the sources and electronics.

Table 2. Types of Light Sources Used in Diffuse Optical Measurements

Source Type Power Range Available Colors Comments

Filtered white light (e.g. tungsten lamp
with NIR filter)

Low (�5 mW) Flexible and variable color resolution Better color resolution means
less power per color

Light emitting diodes (LEDs) Low to Medium (�1 to 30 mW) 30 nm band surrounding nominal color Inexpensive
Laser diodes (e.g. in a laser pointer) Low to High (�1 to �500 mW) Discrete colors (�1 nm)

Limited color choices
More expensive

NIR, near-infrared; LEDs, light emitting diodes.

Table 3. Types of Detectors Used in Diffuse Optical Measurements

Detector Type Speed Sensitivity Dynamic Range Example Application

Silicon photodiodes (SPDs) Medium (up to 10 kHz) Low High (�100 dB) Multi-use instrument where light
levels span many orders of
magnitude

Avalanche photodiodes (APDs) Fast (�100 MHz) High Medium (�60 dB) Adult human measurements
Photomultiplier tubes (PMTs) Fast (�100 MHz) Very high below 820 nm,

then drops rapidly
Medium (�60 dB) Adult human measurements

Charge-coupled devices (CCDs) Slow (up to 1 kHz) Variable Up to 60 dB Simultaneous detection of many
wavelengths (e.g., from
tungsten lamp)
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There are a wide variety of instruments currently in use,
both commercial (Colier et al 1997; Cope and Delpy 1988;
Franceschini et al 2000; Gomersall et al 1998; Kawaguchi
et al 2001; Quaresima et al 2000) and custom-built
(Grosenick et al 1999; Konishi et al 2000; Ntziachristos et
al 1999; Pogue et al 1997; Schmitz et al 2000; Siegel et al
1999) reflecting the possible tradeoffs when engineering
such instruments. The tradeoffs can be made in all three
areas just discussed: detectors, light sources, and instru-
ment electronics. The detector choice largely determines
the instrument sensitivity, maximum sampling rate and
dynamic range. The type of light source determines the
amount of spectroscopic data and, in part, the penetration
depth (based on the power available). Light modulation/
demodulation schemes determine the number of colors
and locations that can simultaneously be “seen” by a
detector, and they also affect the maximum possible
sampling rate for each instrument. The remaining post-
detector recording electronics ultimately determine the
instrumentation bandwidth, sample rate, total number of
samples, the options for post-recording filtering and pro-
cessing, and occasionally the instrument’s dynamic range.
All existing instruments handle these tradeoffs differently.
Again, for research questions involving changes in func-
tional brain activation within and across subjects (includ-
ing patient populations), an instrument using APD photo-
detectors and emitting at least 2–4 colors of light per
source location would typically be sufficient. The required
number of sources and detectors—and hence the nature of
the electronics—is determined by the spatial nature of the
question at hand (few needed for hemispheric compari-
sons, and many for more precise spatial localization).

Safety Considerations

Whenever considering the use of a novel, in-vivo moni-
toring technology, the issue of safety must be addressed.
Unlike MEG and EEG which are passive recording tech-
niques, diffuse optical techniques—like MRI and PET—
operate by depositing energy into the subject and record-
ing changes in that energy when remitted. For diffuse
optical recordings, safety considerations revolve around
maximum safe exposure durations and power densities for
near-infrared light, which are defined by the American
National Standards Institute (2000). NIR light is non-
ionizing (unlike, for example, ultraviolet and shorter light
wavelengths), so the primary concern has been with tissue
heating. For brain monitoring, heating is most relevant for
the skin of the scalp, as the vast majority (�95%) of the
NIR power is deposited in this layer. The exact limit
depends on many factors, including the wavelength, co-
herence (lasers vs. other light sources), duration and area
of exposure, but the power required for diffuse optical

measurements—even for relatively large source-detector
separations (and hence 7–9 orders of magnitude in total
signal loss)—remains well below the level where tissue
damage from heating might occur (Ito et al 2000). That
limit, the maximum permissible exposure for skin (assum-
ing incoherent light and continuous illumination), ranges
from .2 W/cm2 at 630 nm to .4 W/cm2 at 850 nm. The
limits are substantially lower for eye exposure, particularly
for coherent sources, and hence caution must always be
exercised with respect to inadvertent eye exposure to the
light sources. At present, there is little information on the
direct effects of NIR light on brain tissue. On the positive
side, there is evidence that the NIR wavelength range can
provide therapeutic benefits via photodynamic therapy
(Schmidt et al 1996) and can even promote wound healing
(Whelan et al 2001), though the mechanism by which this
latter effect occurs is still under investigation.

Basic Theory

Modified Beer-Lambert Law (MBLL)

To quantify changes in concentrations of absorbing spe-
cies, a model of light diffusing through tissue is required.
A traditional approximation to the full photon migration
theory is called the modified Beer-Lambert Law (MBLL),
which is an empirical description of optical attenuation in
a highly scattering medium (Cope et al 1987). A change in
the concentration of an absorbing species causes the
detected light intensity to change and, according to the
MBLL, the concentration change is proportional to the
logarithm of the detected light intensity during the change
divided by the light intensity before the change. The
proportionality constant is comprised of two, simple con-
ceptual pieces: (1) a measure of the path length the
scattered light actually traveled through the tissue (decom-
posed as the source-detector separation times a quantity
called the differential pathlength factor), and (2) the
extinction coefficient of the absorbing species. The
source-detector separation is easily measured along the
surface of the head, and the extinction coefficient for a
given species can be looked up in tables. The differential
pathlength factor is either measured (with a time-domain
or frequency domain instrument) or it is estimated (for a
continuous wave measurement).

As already mentioned, in order to determine the contri-
bution of multiple chromophores (e.g., oxy- and deoxyhe-
moglobin), we must take measurements at one or more
wavelengths per chromophore to be resolved. For exam-
ple, by measuring the change in light intensity at two
wavelengths, and using the known extinction coefficients
of oxyhemoglobin (εHbO2

) and deoxyhemoglobin (εHbR) at
those wavelengths (from Figure 2), one can then sepa-
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rately determine the concentration changes of oxyhemo-
globin and deoxyhemoglobin by solving the two equations
with two unknowns for �[HbR] and �[HbO2]. This
approach can be generalized to more than two wave-
lengths (Cope et al 1991).

Beyond MBLL

The MBLL method provides a reasonable first approxi-
mation to calculating concentration changes. However,
this model is dependent on knowledge about the precise
spatial location and extent of any change in [HbR] and/or
[HbO2] relative to the location of the source and detector
(Boas et al 2001). Without such knowledge, a simplifying
assumption is typically made wherein any concentration
changes are assumed to be uniform throughout the entire
sampling region (Cope and Delpy 1988; Cope et al 1991).
For measurements in settings such as functional brain
activity, this assumption is violated. In an adult human, the
scalp and skull range from approximately 1 to 2 cm thick,
depending on the subject and the region on the head
(Figure 4). Moreover, a lack of significant findings in
these layers from whole-head functional MRI scanning
suggest that these layers generally exhibit little or no
change in hemodynamic variables during task perfor-
mance. Thus, the region of hemoglobin change will
typically be focal relative to the entire sampling region for
a given source-detector pair. The consequences of violat-
ing the global-change assumption are only beginning to be
characterized (Uludag et al 2002). Thus far, however, the
validity of the technique has tested favorably against
several other monitoring modalities (Kleinschmidt et al
1996; Terborg et al 2000; Villringer et al 1997) and
theoretical studies suggest that any resulting errors can be
limited to less than 10% (Strangman et al., unpublished).
One way to further reduce such focal-change errors is to
use an imaging instrument and associated image recon-
struction algorithms. Imaging, by definition, accounts for
the focal nature of changes by replacing the MBLL with
reconstruction algorithms that find a self-consistent spatial
“explanation” for the observed multiple overlapping mea-
surements. This will be discussed further in Image Recon-
struction, below.

Neuromonitoring Applications

Physiology

An example time series from a CW NIRS instrument
appears in Figure 5, obtained from probe located over
position C3 in the International 10/20 system (approxi-
mately over left primary motor cortex) on a subject sitting
upright, quietly resting with eyes open. The high-fre-
quency oscillations correspond to the cardiac cycle,

whereas the low frequency oscillations likely correspond
to Mayer wave oscillations (Obrig et al 2000). Simple
measures such as these can provide useful physiological
information, but for functional monitoring such baseline
signals can confound data interpretation. With sufficient
temporal resolution, as is available in the data in Figure 5,
it becomes possible to model and remove some such
physiological changes (e.g., heart rate), resulting in a
cleaner signal and substantially increased signal-to-noise
ratio for functional changes (Gratton and Corballis 1995).

Figure 4. (A) An example sensitivity plot for light traveling in a
homogeneous, highly scattering medium for a continuous-wave
or frequency-domain measurement. Arrows indicate the location
of a source (left) and detector (right), and colors indicate the
number of detected photons that reached any given point in the
homogeneous medium. White, reds and yellows indicate the
highest numbers (and hence the highest sensitivities), blues and
purples indicate progressively lower sensitivities. (B) A similar
plot for light traveling through the head of an example subject.
Contour lines appear every half-order of magnitude and end at
the sensitivity limit of our NIRS instrument. Anatomical MRI
scans were performed and segmented into 1 mm voxels labeled
as air, scalp, skull, CSF or brain. Simulations of light propagation
through both media were performed in 3D—using different
optical properties for each tissue type—to determine the spatial
distribution of light flux through the head based on the source-
detector positioning shown. NIRS, near–infrared spectroscopy;
MRI, magnetic resonance spectroscopy; CSF, cerebral spinal
fluid.
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The inset in Figure 5 shows the same signal when sampled
at 1 Hz—a typical recording rate for fMRI—wherein there
is insufficient information for such modeling, making
signal interpretation for this subsampled signal more
difficult than with the higher sampling rate. Fast record-
ings not only improve temporal signals, but they can also
enhance spatial localization by detecting the temporal
properties of structures (e.g., localizing an artery by
looking for pulsations in the signal; Barbour et al 2001).
Slow physiological changes—ones that evolve on a time-
scale similar to that of the hemodynamic response to brain
activation (such as Mayer waves)—must be reduced or
eliminated by other techniques, such as the use of event
related experimental paradigms (Rosen et al 1998).

Basic Research

In the functional brain imaging arena, diffuse optical
techniques are not as widespread as other methods, but
they have been applied in a variety of fields in both basic
and clinical neuroscience and neuroimaging. Figure 6
shows example responses recorded in a simple motor task,
as compared to the simultaneously acquired, spatially
co-registered fMRI signal from primary motor cortex in a
human volunteer. To summarize the procedure: after
consent to a protocol approved by the Massachusetts
General Hospital review board, we fitted a subject with a
continuous-wave diffuse optical apparatus (Figure 3A),

positioned over the left sensorimotor area. The subject was
then positioned for scanning in a Siemens Sonata 1.5T
scanner, and anatomical SPGR images were collected to
enable the identification of fiducial markers near the fiber
tips. This allowed post-scanning co-localization of the
optical probes in the MR imaging space. The subject
performed eight 16 sec blocks of a right-hand tapping task
(onsets indicated by vertical bars in Figure 6), interleaved
with 16 sec periods of rest. Statistical maps of the fMRI
were used to select activated voxels near the surface of the
cortex, four of which were averaged to produce the fMRI
timeseries in the figure. Once the optical fibers were
identified in the MR imaging space, we selected the
source-detector pair closest to the identified region of fMR
activation, converted the data to HbO2 and HbR concen-
trations, and plotted the results. The decrease in [HbR]
mirrors the observed increase in the blood-oxygenation
level dependent fMRI signal, with good correspondence
between the two recording modalities. The inset shows the
signal obtained from a source-detector pair several cm
from the activated region.

The diffuse optical results for this motor task are typical
of brain activation, and hence similar findings have been

Figure 5. Optical density change [OD��log(Ifinal/Ibaseline),
where I is the measured light intensity] recorded from position
C3 (i.e., over primary motor cortex) in a seated subject during
quiet rest. Several physiological oscillations are evident includ-
ing the cardiac cycle and Mayer waves. Inset shows the same
signal sampled at 1 Hz, illustrating the loss of information that
can occur with slower sampling, as is the case with fMRI. The
relatively high speed of optical instruments allows more com-
plete interpretation of collected data, which can in turn increase
the signal-to-noise ratio for changes due to functional brain
activity. fMRI, functional magnetic resonance imaging.

Figure 6. Raw time courses for a single run of a simple motor
task, consisting of eight 16 sec periods of finger tapping
alternating with 16 sec periods of rest. Vertical bars indicate
onset of motor activity. (A) fMRI time course for left primary
motor cortex during right finger tapping, averaged over four
significantly activated voxels. (B) Changes in [HbO2] and [HbR]
as determined from the source-detector pair closest to the fMRI
activation. Inset shows control HbR and HbO2 timecourses from
a measurement several centimeters away from the activated
region (same y-axis scaling). fMRI, functional magnetic reso-
nance imaging.
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demonstrated in the visual system (Villringer et al 1993;
Wobst et al 2001), the somatosensory system (Beese et al
1998; Obrig et al 1996; Steinbrink et al 2000), the auditory
system (Sakatani et al 1999a; Sato et al 1999), and with
language stimuli (Sato et al 1999; Watanabe et al 1998)
and other cognitive tasks (Hoshi and Tamura 1993; LaBar
et al 1999; Villringer et al 1994). In general, these studies
find spatially localized increases in [HbO2] and corre-
sponding decreases in [HbR] in response to functional
challenge, with onsets around 2 sec following task onset
and times-to-peak in the 5–9 sec range. All such findings
are as expected from fMRI studies. Moreover, the partic-
ular brain regions exhibiting such changes are typically
concordant with the findings from other neuroimaging
modalities, at least in those cases where similar paradigms
have been investigated. Interestingly, the HbR changes
appear to be somewhat more spatially localized than the
HbO2 changes (Hirth et al 1996), although the reason for
this is still under investigation.

The potential basic research questions that remain and
can be addressed with diffuse optical techniques are
numerous. One possibility is to examine hemodynamic
responses as a function of task or disease—not only in
terms of amplitude and onset times, but also the relative
contributions by HbO2 and HbR, and the timing relation-
ships between these hemodynamic components. Some
initial steps in this direction specifically for psychiatric
populations are mentioned in the following section. An-
other possibility is the investigation of spatial distributions
of activity (and how such distributions evolve over time)
as a function of task, subject population or even, in a more
clinical setting, as a function of treatment for a given
disease. In general, a research question for which one of
the other brain monitoring modalities might be considered,
particularly if it involves more superficial cortical regions,
will likely be amenable to diffuse optical techniques.

Clinical Applications

One of the first clinical applications of diffuse optical
techniques for functional brain monitoring was the inves-
tigation of fetal, neonatal and infant cerebral oxygenation
and functional activation. This population was of interest
because other neuroimaging methods were (and are) not
feasible given the high activity level of such subjects. In
this domain, the diffuse optical approach has helped
uncover developmental alterations in the cerebral hemo-
dynamic response to auditory and visual stimulation
(Meek et al 1998; Zaramella et al 2001), has helped
characterize changes in cerebral perfusion as a function of
surgical events such as bypass and reperfusion (Kurth et al
1995), and has provided measures of fetal brain oxygen
supply during labor (Aldrich et al 1995) and post birth-

asphyxia (van Bel et al 1993). In another major effort,
several groups are working towards employing diffuse
optics in monitoring adults with ischaemic and hemor-
rhagic stroke, although this effort is still in its early stages
(Kirkpatrick et al 1998; McKinley et al 1996; Stankovic et
al 1999; Stankovic et al 2000; Vernieri et al 1999; Wolf et
al 1997).

Relatively few psychiatric applications of diffuse opti-
cal techniques have thus far been reported. Hock and
colleagues have examined Alzheimer’s patients during
verbal fluency and other cognitive tasks, finding decreases
in HbO2 and total hemoglobin (HbT�HbO2�HbR) rela-
tive to baseline in the parietal lobe (Hock et al 1996; Hock
et al 1997). Both young and elderly controls demonstrate
increases in both parameters in the same region, support-
ing the idea that Alzheimer’s may result in damage to the
parietal lobe itself, or to regions with significant inputs to
the parietal lobe. Two groups have looked at schizophrenia
patients. The first found unusual, “dysregulated” patterns
of HbO2 and HbR change—i.e., increases in HbO2 were
not necessarily paralleled by decreases in HbR, and vice
versa—in frontal regions of schizophrenic patients as
compared to healthy subjects during a mirror drawing task
(Okada et al 1994). The second group showed that the
typical pattern of right-lateralized activation during a
continuous performance test was absent in schizophrenic
patients (Fallgatter and Strik 2000). A third psychiatric
population, namely depressed patients, have also been
examined with diffuse optical techniques, finding reduced
frontal activation during a verbal fluency test relative to
controls (Matsuo et al 2000), and atypical lateralization of
frontal activation responses (more strongly favoring the
non-dominant hemisphere) during a mirror drawing test
(Okada et al 1996).

In addition to cognitive studies, evaluations of the
hemodynamic response have also been completed during
deep brain stimulation in Parkinson’s patients (Murata et
al 2000; Sakatani et al 1999b), during induced seizures in
patients with intractable epilepsy (Watanabe et al 2000),
and during magnetic brain stimulation for the treatment of
depression (Eschweiler et al 2000). For the Parkinson’s
patients, frontally recorded oxygenation varied dramati-
cally depending on the rate and location of stimulation.
The study of epilepsy patients suggested that NIRS could
be a useful non-invasive probe for localizing seizure foci.
And, in the case of magnetic brain stimulation for depres-
sion, NIRS-derived total hemoglobin concentrations actu-
ally predicted the patient’s response to treatment.

Clearly, such work only begins to address questions
about the nature of functional circuit disruption in psychi-
atric populations. It does, however, suggest that (i) diffuse
optical techniques are sufficiently sensitive to detect such
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changes, and (ii) that the information provided about both
HbR and HbO2—unavailable from other brain imaging
methods—may be important in certain psychiatric disor-
ders. The discovery of substantial “dysregulation” of
hemodynamic parameters in patient populations is likely
to become important in the interpretation of other psychi-
atric brain imaging data. Moreover, it would appear that
diffuse optical techniques have considerable potential not
only in characterization and ongoing evaluation of psychi-
atric diseases, but also in diagnosis and outcomes predic-
tion.

The fact that relatively few such papers have ap-
peared—certainly in comparison to PET and fMRI stud-
ies—and the broad applicability of the technique across
populations and research questions, suggests that psychi-
atric research is still wide open for the application of
diffuse optical techniques. As just one example, there has
been surprisingly little cortical activation testing of patient
groups with motor dysfunction—e.g., Huntington’s, ob-
sessive compulsive, and Parkinson’s patients—for which
diffuse optical methods are particularly well suited. Other
opportunities await the proper combination of research
interest, study population and instrument selection.

Current Issues

The advantages that diffuse optical techniques can provide
brain researchers are substantial. These include portability,
unobtrusiveness and low cost. As with any technique,
however, these advantages come with some limitations,
and so we consider here the issues that need to be
considered when designing diffuse optics experiments.

Non-invasive Spatial Localization

As with EEG, MEG and PET, diffuse optical methods
cannot provide anatomical images or other direct measures
of anatomy—at least not of the sort people have come to
expect with the availability of MRI. To afford between-
subject comparisons for functional brain changes in a
diffuse optical setting, therefore, an extrinsic frame of
reference is required. With over 50 years of experience,
EEG researchers have developed an external-referential
system—the International 10-20 system—which provides
21 standardized electrode placement positions (Harner and
Sannit 1974), and has been expanded to dense sensor grids
of 256 detectors (Suarez et al 2000). While such a system
is technically only self-consistent, efforts have been made
to determine the location of various major anatomical
landmarks relative to the standard 10-20 system locations
(Homan et al 1987; Steinmetz et al 1989). Between-
subject variability is still substantial, but such references
can be of considerable help in orienting the optical

researcher by standardizing placement positions and eas-
ing the challenge of communicating to others the place-
ments on the surface of an irregularly shaped object such
as the head. Again, precise positioning is only important
for situations where functional changes are confined to
known, small regions of the brain, which (arguably) tends
to be less true for many psychiatric diseases.

Another aspect of localization in optical studies arises
from fiber placement. A single (“point”) measurement
with optical techniques is slightly more complicated than,
for example, an EEG electrode placement, because an
optical measurement requires two fibers (a source and
detector); an EEG point measurement requires only a
single electrode location. An example sensitivity profile of
a source-detector pair on an adult human head appeared in
Figure 4. Each contour corresponds to the absorption of
half an order of magnitude in light levels. One can
therefore see that the sensitivity to changes in brain tissue
will be maximal below and between the source and
detector. As an approximate rule of thumb—for frequency
domain and continuous wave measurements—the depth of
maximum brain sensitivity is approximately half the
source-detector separation distance. Thus, for a source-
detector separation of 3 cm, the region of maximum brain
sensitivity will be found between the source and detector
fiber tip locations, and roughly 1.5 cm below the surface
of the scalp, though banana-shaped region of sensitivity
extends both above and below this depth. The maximum
overall sensitivity, as evident in Figure 4, is actually at
each fiber tip. It is typically assumed, however, that the
scalp and skull produce little or no change in hemoglobin
concentrations, which implies that observed changes lo-
calize to brain tissue (Firbank et al 1998). The sensitivity
pattern for time domain measurements, on the other hand,
is variable, affording deeper sensitivities by selectively
rejecting light that travels exclusively through these su-
perficial tissue layers.

Regardless of the measurement type, however, the fact
that tissue strongly scatters light means spatial resolution
decreases with depth. Localizing activation to the amyg-
dala, for example, is not feasible, and cingulate cortex
would be difficult (see also the discussion on penetration
depth in the following section). Superficial cortex, includ-
ing (but not limited to) dorsolateral prefrontal cortex,
superior parietal cortex, and language and primary senso-
rimotor areas, on the other hand, are all within detectable
limits of the current diffuse optical tools.

Coupling, Light Levels, and Penetration Depth

Another challenge for optical methods can be achieving
good, stable optical contact and sufficient light levels
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detected from the subject. Several issues affect coupling:
hair (absorption and instability), hair follicles (follicles
strongly absorb near infrared wavelengths), skin color or
variations (darker skin regions are typically more absorb-
ing of NIR wavelengths), and general fiber stability
against the head (a function of rigidity, strain relief, torque
and subject comfort). Such variables make a generalized
solution to the coupling problem challenging for in vivo
diffuse optics experiments. Many solutions have been
implemented for holding the optical fibers—with a goal of
rigidity, plus flexibility with respect to head shape. A few
examples include: fibers inserted through modified motor-
cycle helmets, thermoplastic molded to the contours of
each subject’s head, spring-loaded fibers attached to semi-
rigid plastic forms, and fibers embedded in neoprene
rubber forms. New and improved coupling methods are
continuously being developed.

Once fibers are relatively stable, and properly coupled
to the head (i.e., no extra-cranial light leakage from source
to detector), the remaining determinants of detected light
levels are tissue optical properties and instrument proper-
ties. Instrument properties, including the instrument speed/
sensitivity tradeoffs, were discussed earlier. As for sub-
jects, since both hair and hair follicles are strongly
absorbing at the wavelengths of interest, hair-free portions
of the head (or subjects with thinner or lighter colored
hair) usually provide improved signal strength and pene-
tration depth for optical recordings. It is nevertheless
possible to record through the hair with many instruments.
The thickness of the subject’s scalp and skull are also
relevant to monitoring brain function, as thicker scalps and
skulls will both absorb more light and will require larger
separations to achieve sensitivity to brain chromophores.
The parameters vary not only between subjects, but also
around the head within a given subject, and are unknowns
unless an MRI scan is available. Geometrical factors (e.g.,
source-detector separations, whether sources and detectors
point towards or away from one another, etc.) are addi-
tional signal-level determinants, but work is underway to
help quantify these effects.

While there are clearly a substantial number of factors
contributing to signal detection, it is important to remem-
ber that penetration depth is fundamentally a function of
contrast. A very large change (e.g., a hemorrhage) in the
thalamus of an adult human may be detectable by a diffuse
optical instrument, though with poor spatial resolution. In
comparison, a small change—as found with functional
activation—may only be detectable 1–2 cm below the
surface of the cortex. As mentioned, while penetration
depth increases with source-detector separation, current
diffuse optical instruments can only detect light with
maximum source-detector separations of up to 5 or 6 cm
on an adult head. This contrasts with an infant head, where

light may well be detectable when transmitted straight
through from one side of the head to the other, due to a
thinner skull, smaller head, less hair and smaller follicles.

In sum, there is an abundance of factors that can
influence signal levels aside from the instrumentation
hardware. The practical consequence of these factors is
straightforward: some initial trial and error is typically
required to maximize signal quality for a given combina-
tion of instrument, study population, and probed brain
area. In general, these factors affect healthy and patient
populations equally and in many cases, such empirical
work has already been completed (e.g., the initial work
discussed under Neuromonitoring Applications, above). In
our experience, the signals from diffuse optical recordings
are inadequate in fewer than 10% of volunteers.

Absolute Quantification of Hemoglobin Species

Presently, most non-invasive diffuse optical brain mea-
surements are capable of only detecting changes, much
like blood oxygenation level dependent fMRI. Removing
an optical probe and replacing it, even if placed in the
“exact” same position on the head, will inevitably result in
different coupling efficiencies between the fibers and the
head. As a result, absolute oxy- and deoxyhemoglobin
concentration measurements taken on separate days can-
not yet be reliably compared. This would preclude studies
where, for example, it is necessary to compare baseline
oxygenation states during the temporal evolution of a
disease state. The use of relative measures, however, can
go a long way (as shown by the extensive application of
fMRI and non-catheterized PET studies); for example,
functional modulation (i.e., changes from baseline) can be
monitored and compared over the evolution of a disease.
Moreover, the diffuse optical method retains the potential
for providing such absolute measures (see below).

Image Reconstruction

Imaging provides one potential—though as yet not fully
realized—solution to the absolute quantification problem.
By recording from many source-detector pairs simulta-
neously, (i) the coupling efficiencies can be accounted for,
and (ii) the overlapping measurements can be combined to
generate self-consistent measurements across regions in a
way that is impossible with point measurements. The
resulting image therefore provides more accurate, absolute
and quantitative measures of hemoglobin concentrations.
The present limitation for this procedure is the theory of
image reconstruction. In the case of brain imaging, the
activation regions and optical probes are both distributed
in three dimensions, with non-uniformly varying incidence
orientations of the probes. Moreover, the tissues consist of
highly non-uniform, undulating layers of optically distinct
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types. Image reconstruction investigations generally con-
centrate on reconstructions from either flat or circular,
semi-infinite, uniform media (Arridge and Schweiger
1997; Paulsen and Jiang 1995; Pogue et al 1999), although
a few more complicated geometries have been considered
(Schweiger and Arridge 1999). Present research is begin-
ning to focus on algorithms that can generate 3D images
from measurements made on a curved, layered structure
such as the head (Bluestone et al 2001). The advances hold
great promise for using optical methods to detect function-
ally localized activity in the brain, and to eventually
provide absolute measures of HbR and HbO2 concentra-
tions, thereby allowing comparison of single measure-
ments across days or even years.

Summary and Conclusions

Diffuse optical methods have several advantages over
existing technologies for brain monitoring, including ex-
cellent temporal resolution coupled to reasonable spatial
resolution, spectroscopic information for hemodynamic
events, portability, unobtrusiveness, and the ability to be
achieved by low-power and low-cost instruments that are
robust to motion artifacts. The technology is also com-
pletely non-invasive, unlike PET and SPECT. For the
psychiatric researcher, these strengths facilitate the inves-
tigation of several difficult populations such as infants,
small children, and patients with claustrophobia and se-
vere movement disorders. The portability and low run-
time cost of the instrument affords bedside or home
telemetry and monitoring for extended periods of time.
This in turn can be useful for monitoring the time course
of pathologies and associated behaviors, as well as the
effects of various interventions, including drugs. Tradeoffs
include difficulty with precise anatomical localization
with respect to the brain (as with all other non-invasive
technologies except MRI), and relatively poor penetration
and localization in depth. For investigations of cortical
activation, however, and especially when referenced to an
external landmark system (e.g., the international 10/20
system), diffuse optical methods can provide opportunities
unavailable with any other existing technology.
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