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The brain’s circuitry for perceiving and producing speech may show a notable level of overlap that is crucial for normal development and
behavior. The extent to which sensorimotor integration plays a role in speech perception remains highly controversial, however. Meth-
odological constraints related to experimental designs and analysis methods have so far prevented the disentanglement of neural
responses to acoustic versus articulatory speech features. Using a passive listening paradigm and multivariate decoding of single-trial
fMRI responses to spoken syllables, we investigated brain-based generalization of articulatory features (place and manner of articulation,
and voicing) beyond their acoustic (surface) form in adult human listeners. For example, we trained a classifier to discriminate place
of articulation within stop syllables (e.g., /pa/ vs /ta/) and tested whether this training generalizes to fricatives (e.g., /fa/ vs /sa/). This novel
approach revealed generalization of place and manner of articulation at multiple cortical levels within the dorsal auditory pathway,
including auditory, sensorimotor, motor, and somatosensory regions, suggesting the representation of sensorimotor information. Ad-
ditionally, generalization of voicing included the right anterior superior temporal sulcus associated with the perception of human voices
as well as somatosensory regions bilaterally. Our findings highlight the close connection between brain systems for speech perception and
production, and in particular, indicate the availability of articulatory codes during passive speech perception.
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Introduction
Speech perception and production are closely linked during ver-
bal communication in everyday life. Correspondingly, the neural
processes responsible for both faculties are inherently connected
(Hickok and Poeppel, 2007; Glasser and Rilling, 2008), with

sensorimotor integration subserving transformations between
acoustic (perceptual) and articulatory (motoric) representations
(Hickok et al., 2011). Although sensorimotor integration medi-
ates motor speech development and articulatory control during
speech production (Guenther and Vladusich, 2012), its role in
speech perception is less established. Indeed, it remains unknown
whether articulatory speech representations play an active role in
speech perception and/or whether this is dependent on task-
specific sensorimotor goals. Tasks explicitly requiring sensory-
to-motor control, such as speech repetition (Caplan and Waters,
1995; Hickok et al., 2009), humming (Hickok et al., 2003), and
verbal rehearsal in working memory (Baddeley et al., 1998; Jac-
quemot and Scott, 2006; Buchsbaum et al., 2011), activate the
dorsal auditory pathway, including sensorimotor regions at the
border of the posterior temporal and parietal lobes, the sylvian-
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Significance Statement

Sensorimotor integration is central to verbal communication and provides a link between auditory signals of speech perception
and motor programs of speech production. It remains highly controversial, however, to what extent the brain’s speech perception
system actively uses articulatory (motor), in addition to acoustic/phonetic, representations. In this study, we examine the role of
articulatory representations during passive listening using carefully controlled stimuli (spoken syllables) in combination with
multivariate fMRI decoding. Our approach enabled us to disentangle brain responses to acoustic and articulatory speech proper-
ties. In particular, it revealed articulatory-specific brain responses of speech at multiple cortical levels, including auditory, sen-
sorimotor, and motor regions, suggesting the representation of sensorimotor information during passive speech perception.
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parieto-temporal region and supramarginal gyrus (SMG)
(Hickok and Poeppel, 2007). Also, in experimental paradigms
that do not explicitly require sensorimotor integration, the per-
ception of speech may involve a coactivation of motor speech
regions (Zatorre et al., 1992; Wilson et al., 2004). These activa-
tions may follow a topographic organization, such as when lis-
tening to syllables involving the lips (e.g., /ba/) versus the tongue
(e.g., /da/) (Pulvermüller et al., 2006), and may be selectively
disrupted by transcranial magnetic stimulation (D’Ausilio et al.,
2009). Whether this coinvolvement of motor areas in speech
perception reflects an epiphenomenal effect due to an intercon-
nected network for speech and language (Hickok, 2009), a com-
pensatory effect invoked in case of noisy and/or ambiguous
speech signals (Hervais-Adelman et al., 2012; Du et al., 2014), or
neural computations used for an articulatory-based segmenta-
tion of speech input in everyday life situations remains unknown
(Meister et al., 2007; Pulvermüller and Fadiga, 2010).

Beyond regional modulations of averaged activity across dif-
ferent experimental conditions, fMRI in combination with mul-
tivoxel pattern analysis (MVPA) allows investigating the acoustic
and/or articulatory representation of individual speech sounds.
This approach has been successful in demonstrating auditory
cortical representations of speech (Formisano et al., 2008; Kilian-
Hütten et al., 2011; Lee et al., 2012; Bonte et al., 2014; Arsenault
and Buchsbaum, 2015; Evans and Davis, 2015). Crucially, MVPA
enables isolating neural representations of stimulus classes
from variation across other stimulus dimensions, such as the
representation of vowels independent of acoustic variation across
speakers’ pronunciations (Formisano et al., 2008) or the repre-
sentation of semantic concepts independent of the input lan-
guage in bilingual listeners (Correia et al., 2014).

In this high-resolution fMRI study, we used a passive listening
paradigm and an MVPA-based generalization approach to exam-
ine neural representations of articulatory features during speech
perception with minimal sensorimotor demands. A balanced set
of spoken syllables and MVPA generalization using a surface-
based searchlight procedure (Kriegeskorte et al., 2006; Chen et
al., 2011) allowed unraveling these representations in distinct
auditory, sensorimotor, and motor regions. Stimuli consisted of
24 consonant-vowel syllables constructed from 8 consonants
(/b/, /d/, /f/, /p/, /s/, /t/, /v/, and /z/) and 3 vowels (/a/, /i/, and /u/),
forming two features for each of three articulatory dimensions:
place and manner of articulation and voicing (Fig. 1A). A slow
event-related design with an intertrial interval of 12–16 s assured
a maximally independent single-trial fMRI acquisition. Our
MVPA generalization approach consisted of training, for exam-
ple, a classifier to discriminate between two places of articulation
(e.g., /pa/ vs /ta/) for stop consonants and testing whether this
training generalizes to fricatives (e.g., /fa/ vs /sa/), thereby decod-
ing fMRI responses to speech gestures beyond individual stimu-
lus characteristics specific to, for example, abrupt sounds such as
stop consonants or sounds characterized by a noise component
such as fricatives. This decoding procedure was performed for (1)
place of articulation across manner of articulation, (2) manner of
articulation across place of articulation, and (3) voicing across
manner of articulation.

Materials and Methods
Participants. Ten Dutch-speaking participants (5 males, 5 females;
mean � SD age, 28.2 � 2.35 years; 1 left handed) took part in the study.
All participants were undergraduate or postgraduate students of Maas-
tricht University, reported normal hearing abilities, and were neurolog-

Figure 1. Experimental paradigm and analysis. A, The spoken syllable stimuli and their articulatory features. Stimuli were selected according to place of articulation (bilabial/labio-dental and
alveolar), manner of articulation (stop and fricative), and voicing (voiced and unvoiced). B, The experimental session included three functional runs during which syllables were presented in a slow
event-related fashion (ITI � 12–16 s) during a silent gap (1 s) between consecutive volume acquisitions. C, fMRI decoding analysis based on three generalization strategies: generalization of place
of articulation across variation of manner of articulation; generalization of manner of articulation across variation of place of articulation; and generalization of voicing across variation of manner of
articulation. Both generalization directions were tested. In all generalization analyses, all the stimuli were used.
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ically healthy. The study was approved by the Ethical Committee of the
Faculty of Psychology and Neuroscience at the University of Maastricht,
Maastricht, The Netherlands.

Stimuli. Stimuli consisted of 24 consonant-vowel (CV) syllables pro-
nounced by 3 female Dutch speakers, generating a total of 72 sounds. The
syllables were constructed based on all possible CV combinations of 8
consonants (/b/, /d/, /f/, /p/, /s/, /t/, /v/, and /z/) and 3 vowels (/a/, /i/, and
/u/). The 8 consonants were selected to cover two articulatory features
per articulatory dimension (Fig. 1A): for place of articulation, bilabial/
labio-dental (/b/, /p/, /f/, /v/) and alveolar (/t/, /d/, /s/, /z/); for manner of
articulation, stop (/p/, /b/, /t/, /d/) and fricative (/f/, /v/, /s/, /z/); and for
voicing, unvoiced (/p/, /t/, /f/, /s/) and voiced (/b/, /d/, /v/, /z/). The
different vowels and the three speakers introduced acoustic variability.
Stimuli were recorded in a soundproof chamber at a sampling rate of 44.1
kHz (16-bit resolution). Postprocessing of the recorded stimuli was per-
formed in PRAAT software (Boersma and Weenink, 2001) and included

bandpass filtering (80 –10,500 Hz), manual re-
moval of acoustic transients (clicks), length
equalization, removal of sharp onsets and off-
sets using 30 ms ramp envelops, and amplitude
equalization (average RMS). Stimulus length
was equated to 340 ms using PSOLA (pitch
synchronous overlap and add) with 75– 400 Hz
as extrema of the F0 contour. Length changes
were small (mean � SD, 61 � 47 ms), and
subjects reported that the stimuli were unam-
biguously comprehended during a stimuli fa-
miliarization phase before the experiment. We
further checked our stimuli for possible altera-
tions in F0 after length equation and found no
significant changes of maximum F0 ( p � 0.69)
and minimum F0 ( p � 0.76) with respect to
the original recordings.

Acoustic characteristics of the 24 syllables
were determined using PRAAT software and
included the first three spectrogram formants
(F1, F2, and F3) extracted from the 100 ms
window centered at the midpoint of the vowel
segment of each syllable (Fig. 2A). Because
place of articulation of consonants is known to
influence F2/F1 values of subsequent vowels in
CV syllables due to coarticulation (Rietveld
and van Heuven, 2001; Ladefoged and John-
son, 2010; Bouchard and Chang, 2014), we ad-
ditionally calculated the logarithmic ratio of
F2/F1 for the vowels in each of the syllables and
assessed statistical differences between articu-
latory features (Fig. 2B–D). As expected, place
of articulation led to significant log(F2/F1) dif-
ferences for the vowel ‘u’ and ‘a’ ( p � 0.05),
with smaller log(F2/F1) values for vowels pre-
ceded by bilabial/labio-dental than alveolar
consonants. No significant log(F2/F1) differ-
ences were found for the vowel ‘i’ or for any
of the vowels when syllables were grouped
along manner of articulation or voicing. Im-
portantly, together with pronunciations from
three different speakers, we used three different
vowels to increase acoustic variability and to
weaken stimulus-specific coarticulation effects
in the analyses.

Experimental procedures. The main experi-
ment was divided into three slow event-related
runs (Fig. 1B). The runs consisted of randomly
presenting each of the 72 sounds once, sepa-
rated by an intertrial interval (ITI) of 12–16 s
(corresponding to 6 – 8 TRs) while participants
were asked to attend to the spoken syllables.
Stimulus presentation was pseudorandomized
such that consecutive presentations of the

same syllables were avoided. Before starting the measurements, examples
of the syllables were presented binaurally (using MR-compatible in-ear
headphones; Sensimetrics, model S14; www.sens.com) at the same com-
fortable intensity level. This level was then individually adjusted accord-
ing to the indications provided by each participant to equalize their
perceived loudness. During scanning, stimuli were presented in silent
periods (1 s) between two acquisition volumes. Participants were asked
to fixate at a gray fixation cross against a black background to keep the
visual stimulation constant during the entire duration of a run. Run
transitions were marked with written instructions. Although monitoring
of possible subvocal/unconscious rehearsal accompanying the percep-
tion of the spoken syllables was not conducted, none of the participants
reported the use of subvocal rehearsal strategies.

fMRI acquisition. Functional and anatomical image acquisition was
performed on a Siemens TRIO 3 tesla scanner (Scannexus) at the Maas-

Figure 2. Acoustic properties of the vowels in coarticulatory context of the preceding consonant. A, Formants F1, F2, and F3 for
each syllable, extracted from a 100 ms window centered at the mid-point of the vowel segments. B–D, Ratio log(F2/F1) separated
by vowels and grouped according to the articulatory dimensions used in our MVPA generalization analysis: (B) place of articulation,
(C) manner of articulation, and (D) voicing. *p � 0.05.
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tricht Brain Imaging Center. Functional runs used in the main experi-
ment were collected per subject with a spatial resolution of 2 mm
isotropic using a standard echo-planar imaging sequence [repetition
time (TR) � 2.0 s; acquisition time (TA) � 1.0 s; field of view � 192 �
192 mm; matrix size � 64 � 64; echo time (TE) � 30 ms; multiband
factor 2]. Each volume consisted of 25 slices aligned and centered along
the Sylvian fissures of the participants. The duration difference between
the TA and TR introduced a silent period used for the presentation of the
auditory stimuli. High-resolution (voxel size 1 mm 3 isotropic) anatom-
ical images covering the whole brain were acquired after the second
functional run using a T1-weighted 3D Alzheimer’s Disease Neuroimag-
ing Initiative sequence (TR � 2050 ms; TE � 2.6 ms; 192 sagittal slices).

Two additional localizer runs presented at the end of the experimental
session were used to identify fMRI activations related to listening and
repeating the spoken syllables and to guide the multivariate decoding
analysis conducted in the main experiment. For the first localizer run,
participants were instructed to attentively listen to the spoken syllables.
For the second localizer run, participants were instructed to listen and
repeat the spoken syllables. This run was presented at the end of the
scanning session to prevent priming for vocalizations during the main
experiment. Both localizer runs consisted of 9 blocks of 8 syllables, with
one syllable presented per TR. The blocks were separated by an ITI of
12.5–17.5 s (5–7 TRs). The scanning parameters were the same as used in
the main experiment, with the exception of a longer TR (2.5 s) that
assured that participants were able to listen and repeat the syllables in the
absence of scanner noise (silent period � 1.5 s). Figure 3, A and B, shows
the overall BOLD activation evoked during the localizer runs. Listening
to the spoken syllables elicited activation in the superior temporal lobe in
both hemispheres (Fig. 3A), as well as in inferior frontal cortex/anterior
insula in the left hemisphere. Repeating the spoken syllables additionally
evoked activation in premotor (anterior inferior precentral gyrus and
posterior inferior frontal gyrus), motor (precentral gyrus), and somato-
sensory (postcentral gyrus) regions (Fig. 3B). BOLD activation in these
regions was statistically assessed using random-effects GLM statistics
( p � 0.05) and corrected for multiple comparisons using cluster size
threshold correction (� � 5%). We defined an ROI per hemisphere that
was used for the decoding analysis of the main experiment (Fig. 3C). The
ROI included parts of the temporal lobes, inferior frontal cortices and
parietal lobes, which are typically activated in speech perception and
production tasks. By comparing the ROI with the activity obtained with
the localizers, we made sure that areas activated during the perception
and repetition of spoken syllables were all included.

fMRI data preprocessing. fMRI data were preprocessed and analyzed
using Brain Voyager QX version 2.8 (Brain Innovation) and custom-
made MATLAB (The MathWorks) routines. Functional data were 3D
motion-corrected (trilinear sinc interpolation), corrected for slice scan
time differences, and temporally filtered by removing frequency compo-
nents of �5 cycles per time course (Goebel et al., 2006). According to the
standard analysis scheme in Brain Voyager QX (Goebel et al., 2006),
anatomical data were corrected for intensity inhomogeneity and trans-
formed into Talairach space (Talairach and Tournoux, 1988). Individual
cortical surfaces were reconstructed from gray-white matter segmenta-
tions of the anatomical acquisitions and aligned using a moving target-
group average approach based on curvature information (cortex-based
alignment) to obtain an anatomically aligned group-averaged 3D surface
representation (Goebel et al., 2006; Frost and Goebel, 2012). Functional
data were projected to the individual cortical surfaces, creating surface-
based time courses. All statistical analyses were then conducted on the
group averaged surface making use of cortex-based alignment.

MVPA classification (generalization of articulatory features). To inves-
tigate the local representation of spoken syllables based on their articu-
latory features, we used multivariate classification in combination with a
moving searchlight procedure that selected cortical vertices based on
their spatial (geodesic) proximity. The particular aspect pursued by the
MVPA was to decode articulatory features of the syllables beyond their
phoneme specific acoustic signatures (Fig. 1C). Hence, we used a classi-
fication strategy based on the generalization of articulatory features
across different types of phonemes. For example, we trained a classifier to
decode place of articulation features (bilabial/labio-dental vs alveolar)

from stop syllables ([/b/ and /p/] vs [/t/ and /d/]) and tested whether this
learning is transferable to fricative syllables ([/f/ and /v/] vs [/s/ and /z/]),
thus decoding place of articulation features across phonemes differing in
manner of articulation. In total, we performed such a generalization
strategy to investigate the neural representation of place of articulation
(bilabial/labio-dental vs alveolar) across manner of articulation (stop
and fricatives); manner of articulation (stop vs fricatives) across place of
articulation (bilabial/labio-dental and alveolar); and voicing (voiced vs
unvoiced) across manner of articulation (stop and fricatives). Additional
methodological steps encompassing the construction of the fMRI feature
space (fMRI feature extraction and surface-based searchlight procedure)
as well as the computational strategy to validate (cross-validation) and
display (generalization maps) the classification results are described be-
low in detail.

fMRI feature extraction. Before classification, BOLD responses of each
fMRI trial and each cortical vertex were estimated by fitting a hemody-
namic response function using a GLM. To account for the temporal
variability of single-trial BOLD responses, multiple hemodynamic re-
sponse function fittings were produced by shifting their onset time (lag)
with respect to the stimulus event time (number of lags � 21, interval
between consecutive lags � 0.1 s) (Ley et al., 2012; De Martino et al.,
2008). At each trial, the GLM coefficient � resulting from the best fitting
hemodynamic response function across lags in the whole brain was used
to construct an fMRI feature space composed by the number of trials by

Figure 3. Group-level cortical activity maps (based on random effects GLM analysis,
p � 0.05) of the (A) passive listening and (B) verbal repetition localizer runs. C, A group
ROI per hemisphere was anatomically defined to include speech-related perisylvian re-
gions and the activation elicited by the localizers. D, Examples of cortical spread used in
the surface-based searchlight analyses. Light blue represents radius � 10 mm. Dark blue
represents radius � 20 mm.
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Figure 4. Maps of group-averaged accuracy values for (A) place of articulation, (B) manner of articulation, and (C) voicing as well as (D) the spatial overlap of these three maps after
cluster size correction. All maps are projected onto the group-aligned cortical surface with a minimum cluster size of 3 mm 2 and statistically thresholded ( p � 0.05). Group-level maps
were statistically assessed using random-effects statistics (exact permutation tests � 1022) and corrected for multiple comparisons using cluster size correction (1000 iterations). Black
line indicates regions surviving cluster size correction threshold (�18 mm 2). White line indicates preselected left and right hemisphere ROIs. Purple colored vertices represent the
overlap between regions generalizing place of articulation and manner of articulation. Black colored vertices represent the overlap between regions generalizing place of articulation and
voicing. No overlap was found between manner of articulation and voicing.
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the number of cortical vertices, which was
thereafter used in the multivariate decoding.

Surface-based searchlight procedure (selecting
cortical vertices for classification). To avoid de-
graded performances of the classification algo-
rithm attributable to the high dimensionality
of the feature space (model overfitting; for a
description, see Norman et al., 2006), a reduc-
tion of the number of fMRI features is usually
performed. The moving searchlight approach
(Kriegeskorte et al., 2006) restricts fMRI fea-
tures using focal selections centered at all vox-
els within spherical patches of the gray matter
volume. Here, we used a searchlight procedure
on the gray-white matter segmentation surface
(Chen et al., 2011), which selected cortical ver-
tices for decoding based on their spatial (geo-
desic) distance within circular surface patches
with a radius of 10 mm (Fig. 3D). The surface-
based searchlight procedure reduces the con-
current inclusion of voxels across different gyri
that are geodesically distant but nearby in 3D
volume space, and has been shown reliable for
fMRI MVPA (Chen et al., 2011; Oosterhof et
al., 2011). Crucially, the surface-based search-
light procedure assures an independent analy-
sis of superior temporal and ventral frontal
cortical regions that may be involved in the ar-
ticulatory representation of speech. The pri-
mary searchlight analysis was conducted in the
predefined ROI comprising perisylvian speech
and language regions (Fig. 3C). An additional
exploratory analysis in the remaining cortical
surface covered by the functional scans was
also conducted. Furthermore, next to the
searchlight analysis using a radius similar to
that used in previous speech decoding studies
(Lee et al., 2012; Correia et al., 2014; Evans and
Davis, 2015), we performed a further analysis
using a larger searchlight radius of 20 mm (Fig.
3D). Different radius sizes in the searchlight
method may exploit different spatial spreads of
fMRI response patterns (Nestor et al., 2011;
Etzel et al., 2013).

Cross-validation. Cross-validation was based
on the generalization of articulatory features of
syllables independent of acoustic variation
across other articulatory features. For each
classification strategy, two cross-validation
folds were created and included generalization
in one and the opposite direction (e.g., generalization of place of articu-
lation from stop to fricatives and from fricatives to stop syllables). Cross-
validation based on generalization strategies is attractive because it
enables detecting activation patterns resistant to variation across other
stimuli dimensions (Formisano et al., 2008; Buchweitz et al., 2012; Cor-
reia et al., 2014). As we aimed to maximize the acoustic variance of our
decoding scheme, generalization of place of articulation and voicing were
both calculated across manner of articulation, the dimension that is
acoustically most distinguishable (Rietveld and van Heuven, 2001; Lade-
foged and Johnson, 2010). Generalization of manner of articulation was
performed across place of articulation.

Generalization maps. At the end of the searchlight decoding procedure,
individual averaged accuracy maps for place of articulation, manner of
articulation, and voicing were constructed, projected onto the group-
averaged cortical surface, and anatomically aligned using cortex-based
alignment. To assess group-averaged statistical significance of cortical
vertices (chance level is 50%), exact permutation tests were used (n �
1022). The resulting statistical maps were then corrected for multiple
comparisons by applying a cluster size threshold with a false-positive rate

(� � 5%) after setting an initial vertex-level threshold ( p � 0.05, uncor-
rected) and submitting the maps to a correction criterion based on the
estimate of the spatial smoothness of the map (Forman et al., 1995;
Goebel et al., 2006; Hagler et al., 2006).

Results
To investigate the neural representation of articulatory features
during speech perception, we used a classification strategy that
relied on generalizing the discriminability of three articulatory
features across different syllable pairs. That is, using a moving
searchlight procedure, we tested which cortical regions allow the
generalization of (1) place of articulation across two distinct
manners of articulation (Figs. 4A, 5A), (2) manner of articulation
across two distinct places of articulation (Figs. 4B, 5B), and (3)
voicing across two distinct manners of articulation (Figs. 4C, 5C).
For each type of generalization analysis, half of the available trials
was used to learn to discriminate the neural responses evoked by
the articulatory features of interest and the other half was used to

Figure 5. Maps of group-averaged accuracy values of the searchlight analysis using a 20 mm radius. A, Place of articulation. B,
Manner of articulation. C, Voicing. All maps are projected onto the group-aligned cortical surface with a minimum cluster size of 3
mm 2 and statistically thresholded ( p � 0.05). Group-level maps were statistically assessed using random-effects statistics (exact
permutation tests � 1022) and corrected for multiple comparisons using cluster size correction (1000 iterations). Black line
indicates regions surviving cluster size threshold (�41 mm 2). White line indicates preselected left and right hemisphere ROIs.
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test the generalization of this learning. The same stimuli were
hence included in all generalization analyses in a counterbal-
anced manner.

Figure 4A–C depicts the generalization accuracy maps for the
three types of decoding obtained from the primary analysis, sta-
tistically masked (p � 0.05) with black circled clusters indicating
regions that survived cluster size multiple comparisons correc-
tion. The generalization maps revealed successful decoding of
each of the three articulatory features within distinct but partially
overlapping regions of the brain’s speech perception network.
We observed generalization foci within both the left and right
hemispheres, suggesting the participation of bilateral language
and speech regions in the representation of spoken syllables based
on their articulatory/motoric properties. Cortical regions within
the ROI (Fig. 3C) enabling the generalization of place and man-
ner of articulation were most widely distributed, including both
superior temporal, premotor, motor and somatosensory regions
bilaterally, as well as sensorimotor areas at the border between the
parietal and temporal lobes in the left hemisphere in case of place
of articulation and in the right hemisphere in case of manner of
articulation. Specific regions leading to significant generalization
of place of articulation included localized clusters in the left me-
dial and posterior superior temporal gyrus (STG), left posterior
inferior post-central gyrus (CG) and left anterior SMG, as well as
right middle and anterior superior temporal sulcus (STS), right
posterior inferior post-CG, inferior pre-CG, and right posterior
inferior frontal gyrus (IFG). Generalization of manner of articu-
lation was significantly possible based on clusters within the left
posterior inferior post-CG, right mid STS, right posterior mid/
inferior post-CG, inferior anterior pre-CG/posterior IFG, right
anterior SMG, and right anterior insula. In contrast to the con-
tribution of multiple, distributed brain activity clusters to the
representation of place and manner of articulation, generaliza-
tion of voicing across different syllables was more confined, in-
cluding specifically the right anterior STS. Finally, a visual
comparison of the three types of generalization maps (Fig. 4D)
demonstrates spatially overlapping clusters of significant gener-
alization. Overlap between place and manner of articulation was
observed within the inferior post-CG bilaterally as well as in the
right anterior precentral gyrus/posterior IFG and the right ante-
rior insula. Overlap between place of articulation and voicing was
observed within the right anterior STS.

An exploratory analysis beyond our speech-related perisyl-
vian ROI showed additional clusters with the capacity to gener-
alize articulatory properties (Fig. 4; Table 1). Specifically, place of
articulation was significantly decodable in the right posterior
middle temporal gyrus, left cuneus and precuneus, as well as the
caudate and cerebellum bilaterally. Clusters allowing the gener-
alization of manner of articulation were found in the right infe-
rior angular gyrus, as well as in the right parahippocampal gyrus
and cerebellum. Finally, additional clusters for voicing included
the left intraparietal sulcus, the right inferior angular gyrus as well
as the left anterior cingulate, right cuneus and precuneus, and the
right parahippocampal gyrus.

To investigate the contribution of cortical representations
with a larger spatial extent, we performed an additional analysis
using a searchlight radius of 20 mm (Fig. 5; Table 2). The larger
searchlight radius yielded broader clusters, as expected, and the
overall pattern of results was comparable with that obtained with
the 10 mm searchlight radius (Fig. 4). It also yielded significant
effects in additional clusters within the ROI. In particular, gener-
alization of manner of articulation led to significant clusters
along the superior temporal lobe bilaterally and in the left inferior

frontal gyrus. Significant decoding of place of articulation was
found in the right SMG, and the generalization of voicing led to
additional significant clusters in the inferior post-CG bilaterally.
Finally, decreases of generalization for the larger searchlight ra-
dius were found, especially within the left superior temporal lobe,
posterior inferior post-CG, and anterior SMG for place of
articulation.

Discussion
The present study aimed to investigate whether focal patterns of
fMRI responses to speech input contain information regarding
articulatory features when participants are attentively listening to
spoken syllables in the absence of task demands that direct their
attention to speech production or monitoring. Using high spatial
resolution fMRI in combination with an MVPA generalization
approach, we were able to identify specific foci of brain activity
that discriminate articulatory features of spoken syllables inde-
pendent of their individual acoustic variation (surface form)
across other articulatory dimensions. These results provide com-
pelling evidence for interlinked brain circuitry of speech percep-
tion and production within the dorsal speech regions, and in
particular, for the availability of articulatory codes during online

Table 1. Whole-brain clusters for the searchlight analysis using a radius of 10 mma

Brain region

Talairach
p value
(peak)

Cluster
size (mm 2)x y z

Place of articulation
LH Media STG �48 �11 6 0.002930 44
LH Posterior STG �54 �24 9 0.002930 20
LH Posterior inferior post-CG �52 �18 20 0.000977 18
LH Anterior SMG �58 27 23 0.002930 24
LH Precuneus �11 �61 50 0.011719 42
LH Subcallosal gyrus �14 15 �12 0.001953 48
LH Caudate �1 4 16 0.000977 87
LH Caudate �1 18 4 0.001953 25
LH Cuneus �8 �77 27 0.000977 20
RH Anterior insula 27 2 �17 0.000977 66
RH IFG (superior) 39 13 31 0.042969 33
RH IFG (inferior) 47 12 24 0.032227 18
RH Anterior STS 48 �1 �14 0.005859 38
RH Inferior pre-CG 48 �1 27 0.009766 34
RH Posterior inferior post-CG 61 �13 24 0.042969 28
RH Mid-STS 50 �20 1 0.004883 21
RH Caudate 1 14 7 0.022461 50
RH Cerebellum 20 �29 �15 0.032227 46
RH Cerebellum 18 �43 �7 0.009766 29
RH Cerebellum 14 �75 33 0.011719 22
RH Posterior middle temporal gyrus 43 �55 4 0.006836 36

Manner of articulation
LH Posterior inferior post-CG �53 �18 22 0.000977 45
RH Anterior insula 27 2 �17 0.000977 62
RH IFG 52 8 13 0.046641 18
RH Posterior mid/inferior post-CG 56 �12 36 0.001953 19
RH SMG 51 �27 27 0.002930 26
RH Parahippocampal gyrus 22 �6 �24 0.000977 26
RH AG 45 �60 30 0.000977 23
RH Cerebellum 27 �69 �13 0.033203 21

Voicing
LH IPS �36 �37 39 0.000977 66
LH Anterior Cingulate �11 37 18 0.002930 20
RH Anterior STS 47 5 �18 0.031250 31
RH AG 44 �59 30 0.005859 18
RH Parahippocampal gyrus 26 �43 �9 0.018555 18
RH Precuneus 12 �47 29 0.001953 19
RH Cuneus 23 �80 16 0.026367 21

aTalairach coordinates (center of gravity) in the left and right hemispheres, peak p value, and size of cluster.
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perception of spoken syllables within premotor and motor, so-
matosensory, auditory, and/or sensorimotor integration areas.

Our generalization analysis suggests the involvement of premo-
tor and motor areas in the neural representation of two important
articulatory features during passive speech perception: manner and
place of articulation. These findings are compelling as the role of
premotor and motor areas during speech perception remains con-
troversial (Liberman and Mattingly, 1985; Galantucci et al., 2006;
Pulvermüller and Fadiga, 2010). Left hemispheric motor speech ar-
eas have been found to be involved both in the subvocal rehearsal
and perception of the syllables /ba/ and /da/ (Pulvermüller et al.,
2006) and of spoken words (Schomers et al., 2014). Furthermore,
speech motor regions may bias the perception of ambiguous speech
syllables under noisy conditions (D’Ausilio et al., 2009; Du et al.,
2014) and have been suggested to be specifically important for the
performance of tasks requiring subvocal rehearsal (Hickok and
Poeppel, 2007; Krieger-Redwood et al., 2013). However, the involve-
ment of (pre)motor cortex in speech perception may also reflect an
epiphenomenal consequence of interconnected networks for speech
perception and production (Hickok, 2009). Importantly, the ob-
served decoding and generalization capacity of activation patterns in
(pre)motor regions for place across variation in manner and manner
across variation in place of articulation indicate the representation of
articulatory information beyond mere activation spread also while
passively listening to clear spoken syllables. Further investigations
exploiting correlations of articulatory MVPA representations to be-
havioral measures of speech perception and their modulation by

task difficulty (Raizada and Poldrack, 2007) may permit mapping
aspects related to speech intelligibility and may lead to a further
understanding of the functional relevance of such articulatory
representations.

Our results also show decoding of articulatory features in bi-
lateral somatosensory areas. In particular, areas comprising the
inferior posterior banks of the postcentral gyri were sensitive to
the generalization of place and manner of articulation (Fig. 4),
and of voicing when using a larger searchlight radius (Fig. 5).
Somatosensory and motoric regions are intrinsically connected,
allowing for the online control of speech gestures and proprio-
ceptive feedback (Hickok et al., 2011; Bouchard et al., 2013).
Together with feedback from auditory cortex, this somatosensory
feedback may form a state feedback control system for speech
production (SFC) (Houde and Nagarajan, 2011). The involve-
ment of somatosensory areas in the representation of articulatory
features during passive speech perception extends recent findings
showing the involvement of these regions in the neural decoding
of place and manner of articulation during speech production
(Bouchard et al., 2013), and of place of articulation during an
active perceptual task in English listeners (Arsenault and Buchs-
baum, 2015). In particular, they may indicate automatic infor-
mation transfer from auditory to somatosensory representations
during speech perception (Cogan et al., 2014) similar to their
integration as part of SFC systems for speech production.

Especially in the auditory cortex, it is essential to disentangle
brain activity indicative of articulatory versus acoustic features.
So far, methodological constraints related to experimental de-
signs and analysis methods have often prevented this differenti-
ation. Moreover, it is likely that multiple, different types of
syllable representations are encoded in different brain systems
responsible for auditory- and articulatory-based analysis (Cogan
et al., 2014; Mesgarani et al., 2014; Evans and Davis, 2015). In a
recent study, intracranical EEG responses to English phonemes
indicated a phonetic organization in the left superior temporal
cortex, especially in terms of manner of articulation and to a
lesser extent also of place of articulation and voice onset time
(Mesgarani et al., 2014). Our fMRI decoding findings show and
confirm the expected encoding of manner and place in bilateral
superior temporal cortex. Most relevantly, our generalization
analysis suggests the existence of encoding of articulatory simi-
larities across sets of acoustically different syllables. In particular,
auditory (STG) response patterns distinguishing place of articu-
lation in one set of speech sounds (e.g., stop consonants) were
demonstrated to predict place of articulation in another set of
speech sounds (e.g., fricatives). In connected speech, such as our
natural consonant-vowel syllables, place of articulation also in-
duces specific coarticulatory cues that may contribute to its neu-
ral representation (Bouchard and Chang, 2014). Importantly
however, although our stimuli showed a smaller F2/F1 ratio for
vowel /u/ and vowel /a/ due to coarticulation following conso-
nants with a bilabial/labio-dental versus alveolar place of articu-
lation, this coarticulatory cue was not present for vowel /i/. Thus,
the success of our cross-generalization analysis in the presence of
the balanced variance of pronunciations per consonant (vowels
/a/, /i/ and /u/ and pronunciations from three different speakers)
suggests that it is possible to study the representation of articula-
tory, in addition to auditory, features in auditory cortex. Finally,
the finding that auditory cortical generalization of the most
acoustically distinguishable feature, manner of articulation, was
mainly present in the analysis using a larger searchlight radius is
consistent with distributed phonetic representation of speech in
these regions (Formisano et al., 2008; Bonte et al., 2014). Al-

Table 2. Whole-brain clusters for the searchlight analysis using a radius of 20 mma

Brain region

Talairach
p value
(peak)

Cluster
size (mm 2)x y z

Place of articulation
LH Caudate �1 1 5 0.001953 246
LH IFG (anterior) �21 34 �10 0.014648 115
LH Cuneus �17 �90 14 0.002930 122
LH Superior frontal gyrus (medial) �8 50 24 0.003906 32
RH Anterior STS/insula 33 13 �23 0.000977 405
RH Posterior STG/SMG 56 �26 3 0.003906 419
RH Inferior pre-CG 54 �6 32 0.018555 41
RH Precuneus 26 �75 22 0.002930 547
RH Parahippocampal gyrus 21 �24 �17 0.025391 83
RH Posterior cingulate 7 �43 6 0.012695 111
RH Anterior cingulate 4 20 20 0.033203 160
RH Inferior frontal gyrus (inferior) 23 32 �6 0.033203 63

Manner of articulation
LH STG �54 �12 5 0.011719 169
LH ATL �47 12 �19 0.003906 107
LH Posterior inferior post-CG �56 �18 27 0.013672 97
LH Inferior frontal gyrus �43 19 21 0.010742 41
LH Anterior cingulate �1 17 14 0.016602 48
LH Caudate �1 1 5 0.001953 48
LH Precuneus �14 �73 41 0.042734 44
RH Anterior STG/insula 36 17 �23 0.003906 370
RH SMG 51 �32 23 0.013672 103
RH STG 62 �18 9 0.013672 76
RH Middle frontal gyrus 26 43 �5 0.014648 139
RH Cerebellum 15 �52 �5 0.015625 66
RH Cuneus 7 �71 17 0.010742 90
RH Inferior AG/posterior MTG 40 �77 17 0.005859 141
RH Cingulate gyrus 6 �31 36 0.007812 341

Voicing
LH Posterior inferior post-CG �60 �15 18 0.000977 46
LH Middle occipital gyrus �22 �89 12 0.001953 48
RH Anterior STS 47 8 �26 0.000977 100
RH Posterior inferior post-CG 60 �12 30 0.000977 44

aTalairach coordinates (center of gravity) in the left and right hemispheres, peak p value, and size of cluster.
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though these findings also suggest a different spatial extent of
auditory cortical representations for place versus manner fea-
tures, the exact nature of the underlying representations remains
to be determined in future studies.

Our cortical generalization maps not only show that it was
possible to predict manner and place of articulation based on
activation patterns in bilateral speech-related auditory areas
(STG), but also to predict place of articulation and voicing based
on patterns within the right anterior superior temporal lobe
(STS). Articulation and especially voicing-related representa-
tions within the right anterior STS may relate to its involvement
in the processing of human voices (Belin et al., 2000), and possi-
bly to the proposed specialization of this area in perceiving vocal-
tract properties of speakers (e.g., shape and characteristics of the
vocal folds). A role of this phonological feature in the processing
of human voices is also compatible with the previous finding that
voicing was more robustly classified than either place or manner
of articulation when subjects performed an active gender dis-
crimination task (Arsenault and Buchsbaum, 2015).

Decoding of articulatory representations that may relate to
sensorimotor integration mechanisms, thus possibly involv-
ing the translation between auditory and articulatory codes,
included regions within the inferior parietal lobes. Specifi-
cally, the anterior SMG was found to generalize manner of
articulation in the right hemisphere and place of articulation
in the left (10 mm searchlight radius) and right (20 mm
searchlight radius) hemisphere. Nearby regions involving the
inferior parietal lobe (Raizada and Poldrack, 2007; Moser et
al., 2009; Kilian-Hütten et al., 2011) and sylvian-parietal-
temporal regions (Caplan and Waters, 1995; Hickok et al.,
2003, 2009; Buchsbaum et al., 2011) have been implicated in
sensorimotor integration during speech perception as well as
in mapping auditory targets of speech sounds before the initi-
ation of speech production (Hickok et al., 2009; Guenther and
Vladusich, 2012). Here, we show the sensitivity of SMG to
represent articulatory features of spoken syllables during
speech perception in the absence of an explicit and active task,
such as repetition (Caplan and Waters, 1995; Hickok et al.,
2009) or music humming (Hickok et al., 2003). Furthermore,
our results suggest the involvement of inferior parietal lobe
regions in the perception of clear speech, extending previous
findings showing a significant role in the perception of ambig-
uous spoken syllables (Raizada and Poldrack, 2007) and
the integration of ambiguous spoken syllables with lip-read
speech (Kilian-Hütten et al., 2011).

Beyond regions in speech-related perisylvian cortex (ROI
used), our exploratory whole-brain analysis suggests the in-
volvement of additional clusters in parietal, occipital, and me-
dial brain regions (Table 1). In particular, regions, such as, for
example, the angular gyrus and intraparietal sulcus, are struc-
turally connected to superior temporal speech regions via the
middle longitudinal fasciculus (Seltzer and Pandya, 1984;
Makris et al., 2013; Dick et al., 2014) and may be involved in
the processing of vocal features (Petkov et al., 2008, Merril et
al., 2012). Their functional role in the sensorimotor represen-
tation of speech needs to be determined in future studies, for
example, using different perceptual and sensorimotor tasks.
Moreover, it is possible that different distributions of infor-
mative response patterns are best captured by searchlights of
different radii and shapes (Nestor et al., 2011; Etzel et al.,
2013). Our additional searchlight results obtained with an in-
creased radius of 20 mm (Fig. 5) validated the results from the
primary analysis using a radius of 10 mm (Fig. 4). They also

showed significant decoding accuracy in the bilateral superior
temporal lobe for manner of articulation. Furthermore, de-
creases of generalization for the larger searchlight radius were
also found, especially in the left sensorimotor and auditory
regions for place of articulation. A similar pattern of results
was previously reported in a study on the perception of am-
biguous speech syllables, with a smaller radius allowing decod-
ing in premotor regions and a larger radius allowing decoding
in auditory regions (Lee et al., 2012). Whereas increases of
generalization capability in given locations with a larger
searchlight may indicate a broader spatial spread of the under-
lying neural representations, decreases of generalization in
other locations may reflect the inability of more localized mul-
tivariate models to detect these representations. This also
points to the important issue of how fMRI features are selected
for MVPA. Alternative feature selection methods, such as re-
cursive feature elimination (De Martino et al., 2008), optimize
the number of features recursively starting from large ROIs.
However, these methods are computationally very heavy and
require a much larger number of training trials. Furthermore,
the searchlight approach provides a more direct link between
classification performance and cortical localization, which
was a major goal in this study. Another relevant aspect for
improving MVPA in general and for our generalization strat-
egy in particular is the inclusion of additional variance in the
stimulus set used for learning the multivariate model. For
instance, future studies aiming to particularly target place
of articulation distinctions could, in addition to the variations
along manner of articulation used (stop and fricatives),
include nasal consonants, such as the bilabial ‘m’ and
alveolar ‘n.’

Overall, the combination of the searchlight method with
our generalization strategy was crucial to disentangle the neu-
ral representation of articulatory and acoustic differences be-
tween individual spoken syllables during passive speech
perception. In particular, it allowed localizing the representa-
tion of bilabial/labio-dental versus alveolar (place), stop ver-
sus fricative (manner), and voiced versus unvoiced (voicing)
articulatory features in multiple cortical regions within the
dorsal auditory pathway that are relevant for speech process-
ing and control (Hickok and Poeppel, 2007). Similar general-
ization strategies capable of transfer representation patterns
across different stimulus classes have been adopted in MVPA
studies, for example, in isolating the identity of vowels and
speakers independent of acoustic variation (Formisano et al.,
2008), in isolating concepts independent of language presen-
tation in bilinguals (Buchweitz et al., 2012; Correia et al., 2014,
2015), and in isolating concepts independent of presentation
modality (Shinkareva et al., 2011; Simanova et al., 2014). To-
gether, these findings suggest that the neural representation of
language consists of specialized bilateral subnetworks (Cogan
et al., 2014) that tune to certain feature characteristics inde-
pendent of other features within the signal. Crucially, our
findings provide evidence for the interaction of auditory, sen-
sorimotor, and somatosensory brain circuitries during speech
perception, in conformity with the behavioral link between
perception and production faculties in everyday life. The
applications of fMRI decoding and generalization methods
also hold promise to investigate similarities of acoustic and
articulatory speech representations across the perception and
production of speech.
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